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The dilemma named in Hugh G. Petrie’s title was stated by Meno in 
Plato’s dialogue of that name: “A man cannot enquire about that which 
he knows or about that which he does not know; for if he knows, he 
has no need to enquire; and if not, he cannot; for he does not know the 
very subject about which he is to enquire.” Petrie argues that Meno’s 
dilemma poses the fundamental epistemological question for educa-
tion, “How is learning possible?” He examines a variety of familiar 
approaches to learning, from the open classroom to back-to-basics, 
and finds that each of these approaches attempts to grasp one horn of 
the dilemma to the exclusion of the other.

The examination of previous attempts to resolve the dilemma of 
enquiry and learning prepares the way for Petrie’s proposed solution. 
He defines learning as an adaptation of thought and action to the 
demands of the natural and social world. This process has two major 
components, assimilation and accommodation, corresponding to 
the two traditional ways of attacking the dilemma. Assimilation is 
explained using the insights of [control] systems theory, while results 
in evolutionary epistemology are brought to bear on the question 
of accommodation. Petrie shows that only a reflective equilibrium  
between assimilation and accommodation will allow for a resolution 
of the Meno dilemma.

In the course of his presentation the author challenges a number of 
educational dogmas, including the beliefs that clear and unambiguous 
goals can be stated for learning; that theory can be “applied” to practice; 
that “subjective” tests are inferior to “objective” tests; and that the intel-
ligence of a child makes a difference to educational policy. The book 
outlines new approaches to commonplace educational phenomena such 
as testing and to radical phenomena such as conversion experiences. 
It makes novel practical suggestions for the use of activity, perceptual 
training, and metaphor in a variety of learning situations.
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Preface to the Second Edition

I wrote the first edition of The Dilemma of Enquiry and Learning in 
1981, thirty years ago.  If I were to totally rewrite the book now, several 
things would change.  Obviously much additional literature has been 
developed since then that would need to be referenced and some of the 
then current literature in philosophy of education would no longer be 
as relevant.  In particular, in the original Dilemma, Section 7 of Chapter 
7 (p. 187) deals at length with D.W. Hamlyn’s 1978 book, Experience 
and the Growth of Understanding.  Although I have left that section in 
the second edition for historical reasons, it is much less relevant today.

Also, having been thoroughly trained as an analytic philosopher I 
wrote the book thirty years ago in a dense, sometimes nearly unread-
able, logical style.  If I were to rewrite it today, I would surely try to 
make it more accessible to a wider audience.  The first several chapters 
are, in places, particularly hard going.  Finally, thirty year old examples 
are sometimes irrelevant and out of date.

Nevertheless, in rereading the book, I believe that its main themes 
are still as valid and important today as they were thirty years ago.  In-
deed, the arguments about conceptual diversity and rational conceptual 
change are incredibly germane to our current polarized societies here in 
the United States and across the world.  The first three chapters about 
Meno’s dilemma should still be interesting to Platonic philosophers 
even if other readers find them less helpful in providing a framework 
for the rest of the book.  Non-philosophers can skim these first chapters 
and concentrate on the arguments in chapters four through eight about 
conceptual change, conceptual diversity, assimilation, accommodation, 
learning, and reaching a reflective equilibrium among the various forms 
of enquiry and learning.  These later chapters are more accessible to 
the general reader, and, I believe, still of major significance.  It seems 
to me that the central lesson of the book continues to be that we must 
shift our focus from a preoccupation with knowledge structures to a 
concern with knowledge processes for both enquiry in general and for 
an individual’s learning in particular.



x Preface to the Second Edition

Furthermore, although some of the examples in the book are dated 
e.g., the discussion of brainwashing (which I have retained in this edi-
tion for historical reasons), the main educational issues are still with 
us.  What should we teach?  The basics?  What are they?  How can 
we foster life-long learning?  How should we test for what we teach?  
“Objective tests?”  Do such tests miss the point of education?  Should 
teachers be held “accountable” for their students’ results on such tests? 
My original discussion of these examples is still quite relevant.  

Since I continue to believe that the main theoretical results of the 
book are still very salient, I have added a brief addendum discussing a 
recent episode in the seemingly unbridgeable polarization of politics 
in the United States during the first part of the twenty-first century.  
I hope that this will provide a more relevant current day example of 
conceptual diversity, assimilation, accommodation, the test for the 
controlled quantity, and the largely failed attempts to find some sort 
of reflective equilibrium.  

     Hugh G Petrie
     August, 2011

Publisher’s note:

More information about Hugh Petrie can be found at the publisher’s 
website, www.livingcontrolsystems.com.  Look for the web page dedi-
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is posted here. In it, Hugh tells of his background, his early exposure to 
Perceptual Control Theory, PCT, its creator, William T. (Bill) Powers,  
and what it meant to him.  You will understand why Chapter 5,  
Assimilation includes an introduction to and discussion of PCT. 

In this work, Hugh makes it clear that Perceptual Control Theory 
is the key to resolving the Meno dilemma. 

The publisher’s website features related books and introductions to 
PCT, tutorials and simulation programs for Windows computers, and 
links to other PCT websites.
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Perhaps the greatest crisis currently facing education, especially in its 
institutional guise of schooling, is one of conscience. Education seems 
to have lost its way. It has, fairly obviously, lost its way demographically 
and financially. The main problem facing elementary and secondary 
school administrators has changed in the past ten years from how to 
build and staff new schools in the 1970s, to how to close schools in the 
1980s and 1990s, to how to compete with private and charter schools 
and deal with continually diminishing resources in the 21st century. 

The problems of the next several decades for higher education will 
be fiscal reduction, budgetary reallocation, and faculty retrenchment. 
The population bulge has passed the elementary and secondary schools 
and will soon be past the colleges and universities. Financial support 
for education measured in real terms has dropped even faster than en-
rollments, owing to society’s disenchantment with education and the 
increased competition from other social services for funds.

Such financial setbacks would be easier to bear if somehow there 
existed a sustaining vision of the purpose and worth of education. But 
that vision has also been lost. Advocates of a general and common edu-
cation in the schools are fighting a losing battle with the proponents 
of cultural pluralism on the one hand and the proponents of career 
education on the other hand. Even liberal education in the colleges and 
universities is in retreat before a fresh onslaught of careerism. 

One of the fundamental questions underlying these educational is-
sues is whether it is possible to pursue coherent, reasonable educational 
policies without succumbing to an elitist dogmatism on the one hand 
or giving in to the radical subjectivism so recently rampant in our so-
ciety on the other hand. Without question there have been educational 
policies and practices in the past which, posing as the deliverances 
of objective reason, have masked discrimination and class bias. Out-
moded subjects and instruction have had a dehumanizing influence 
on students. Such policies and practices are deserving of our critical 
scorn. But equally disturbing is the fact that in many cases uninformed 
whim and identity politics has been substituted for a standard com-
pulsory curriculum. It is one thing to be tolerant of others’ opinions. 
It is quite something else to disclaim any ability to judge rationally 

Meno’s dilemma1 
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between competing subjective claims. The “back to basics” movement 
reacted against a perceived looseness in the curriculum. Are we to be 
condemned constantly to alternate between the chaos of unbridled 
subjectivity and the tightly reined influence of dogmatic orthodoxy? 
Is there no middle ground?

More specifically, why can our educational theory not be put into 
practice? Should we not hold the schools accountable for what they 
do? But by what criteria? Do not students learn more when they are 
taught to memorize the facts? But what do they learn? Do we not have 
to take account of the individuality of each student? But what of the 
common store of the knowledge of mankind? “I teach arithmetic.” “I 
teach children.” Why can we not open up our classrooms to a more 
humane and fulfilling way of teaching and learning? Why can Johnny 
neither read nor write nor do arithmetic?

The frequent pendulum swings in educational practices, policies, 
and principles are notorious. No doubt there are multiple causes for the 
comings and goings of all of these fads and fancies, and it is certainly 
not my purpose in this book to examine all of the many facets of the 
educational problems and issues I have alluded to. Yet all of these is-
sues share one concern in common. They are concerned with learning. 
It is not so much that the nature of learning is the focus of our many 
practical educational concerns; it is rather that particular views of the 
nature of learning are always presupposed, however implicitly, by the 
disputants in most educational issues. Is learning a process of trans-
mitting that which is readily at hand, or must learning be conceived 
of as an achievement by the individual? If the former, why are we not 
significantly more successful; if the latter, by what criteria do we judge 
the learning successful? I will argue in this book that the reason we 
are unable to answer these questions is that our understanding of the 
concept of learning is caught up in an ancient dilemma, and that a 
whole host of educational disputes can be seen as ways of alternating 
between one extreme and another in an attempt to meet the challenge 
of this dilemma of enquiry and learning.

1. The Meno Dilemma of Enquiry and Learning

You argue that a man cannot enquire either about that which he 
knows or about that which he does not know; for if he knows, he 
has no need to enquire; and if not, he cannot; for he does not know 
the very subject about which he is to enquire.

Plato, Meno, 80 E (Jowett translation)
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This passage is one of the few instances in the Platonic dialogues in 
which Socrates’ “yes-men” pose what seems to the reader a real prob-
lem for Socrates. Indeed, as I shall try to show, the problem is with us 
today. Plato’s answer in terms of recollection of a previous existence is 
inadequate, and nothing in intellectual history since then has consti-
tuted much of an improvement on Plato’s response. Meno’s question is 
a paraphrase of the foundational question of educational theory, “How 
is learning possible?” This book is an attempt to answer this ancient, 
yet enduring, question.

For, if a person can enquire neither about what the person knows 
nor about what the person does not know, then it would seem that 
learning is either trivial or impossible. Yet, we all know that learning 
is neither trivial nor impossible. Every day we witness the struggles of 
our students to learn rewarded at least occasionally. When a paradoxical 
conclusion about something as common as learning can be so easily 
raised, it would seem that our implicit presuppositions about learning, 
enquiry, knowledge, teaching, and related concepts are perhaps not all 
in order. How is it that we all know that learning and enquiry do occur, 
even if less often than we would like, and yet we all understand the 
apparently compelling argument of the Meno showing that learning 
and enquiry are either trivial or impossible?

The problem raised by the Meno is not, strictly speaking, a logical 
paradox. A logical paradox is a statement such that both it and its 
denial lead to a contradiction. Rather, the puzzle raised in the Meno 
contradicts a basic belief that we have concerning the possibility of 
learning; namely, that it is the simple acquisition of new knowledge. 
The problems raised by the Meno are akin to the intellectual perplexities 
raised during the Copernican revolution by the increasing argument 
and evidence that the sun did not revolve around the earth as was then 
commonly believed. The arguments and evidence, in themselves seem-
ingly incontrovertible, contradicted the basic belief that the earth was 
stationary at the center of the universe. Although many at the time 
thought the problem was not a real one, in the end we were forced 
to give up the basic belief about the earth’s centrality in the universe. 
At the time no one knew how the issue would be resolved. Perhaps 
the arguments for the earth’s movement would have proved in error. 
When such arguments contradict basic beliefs, however, the whole 
intellectual setting in which such problems can be raised needs to be 
carefully examined.

There is another puzzle, from the ethical sphere, which is directly 
relevant both to education and to the problem of enquiry in the Meno. 
This is the paradox of moral education (Peters, 1974b). Briefly, the 
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paradox is this: Most theories of moral judgment and action require 
such judgment and action to be informed by reason, intelligence, and 
critical thought. Yet the facts of human development seem to show 
that at certain crucial developmental stages of a child’s life we cannot 
appeal to the child’s reason, intelligence, and critical capacities, for the 
child cannot understand such appeals. At these early stages we must 
inculcate mere habits of “moral” behavior. Yet how is it possible that 
these habits can be transformed into the reflective thought and action 
that are necessary for truly moral behavior? How are we to find the 
pathways from the courtyard of habit to the palace of reason? I shall 
later return to the paradox of moral education in an effort to show its 
close structural affinity with the Meno dilemma, but for now I offer 
it as yet another example of the sorts of puzzles and problems which 
generate intellectual discomfort. We know people do, sometimes, learn 
to behave morally, but the question is, How?

My purpose in the foregoing examples has been to illustrate that to 
dismiss such puzzles, paradoxes, and dilemmas out of hand as silly and 
sophistical is wholly unwarranted. The puzzle may turn out, on investi-
gation, to be nothing more than an intellectual trick, but that is a judg-
ment to be arrived at by a careful examination of the issues involved, 
and not by a snap appeal to our intuitions that the puzzle must be silly. 
Commonsensical beliefs can sometimes be combined in ways that cre-
ate puzzles and paradoxes that we cannot immediately understand. We 
know something is wrong, but what? Historically our philosophical and 
intellectual efforts to say what is wrong have led to a deeper and more 
profound understanding of the world, the human condition, and our 
attempts to cope with ourselves and our relations in the world.

Yet, even if one is convinced that such puzzles as the one propounded 
in the Meno ought to be taken seriously, there are two responses which 
might tend to halt my enquiry, and your learning, before either one 
begins. First, it might be objected that learning must be distinguished 
from enquiry, i.e., an individual’s coming to know must be demarcated 
from the general human acquisition of knowledge represented by sci-
ence and scholarship. The dilemma of the Meno may be appropriate to 
enquiry, it will be said, but it is inappropriate to learning. What one 
does not know can be learned by being taught it by someone who does 
know it. On this view the Meno dilemma would not be a problem for 
the transmission of knowledge in education, however much it might 
be a problem for the acquisition of knowledge through scholarly and 
scientific enquiry.

The distinction between enquiry, conceived as processes leading to 
the growth of human knowledge in general, and learning, conceived 
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as processes leading to the growth of an individual’s knowledge, is, 
I think, a useful one. However, I do not believe the distinction can be 
used to dismiss the Meno dilemma with regard to learning. Indeed, it 
is part of the purpose of this book to draw out the numerous parallels 
between learning and enquiry. Because the connection between the 
two is crucial to much of this book, I shall devote a good portion of 
chapter 7 to exploring the relations between them. For now, it will suf-
fice to note that enquiry itself has important educational implications, 
in the area of curriculum, for example; and that the situation facing 
the scholar or scientist on the frontiers of knowledge is very similar to 
the problems facing the student confronted with a totally new body 
of knowledge. Thus, prior to my explicit consideration of the relations 
between enquiry and learning I shall, for purposes of exposition, speak 
primarily of enquiry, that is, the processes involved in the growth of 
human knowledge in general, rather than of an individual’s learning.

The second immediate objection concerns the initial sense of the 
question, “How are enquiry and learning possible?” If one views learn-
ing as do many psychologists as simply changes in behavior due to 
environmental causes, one might be tempted to answer the problem 
posed in the Meno by attempting to lay bare the mechanisms of such 
behavior change. Such a move completely misses the point of the prob-
lem raised in the Meno. The learning referred to in the Meno is aimed 
at coming to know. That is, we must be concerned that the changes 
in behavior be reasonable and appropriate ones. Not just any changes 
of behavior will count as learning in this sense. There must always be 
a very general judgment that the learning or enquiry will be valid.

This normative judgment of validity distinguishes the epistemo-
logical problems with which I shall be concerned in this book from 
the more general problems of psychology proper. I am not concerned 
with the general mechanisms of changes in behavior and belief. Such 
mechanisms, if they were known, would presumably account for the 
acquisition of false beliefs, bad habits, and improper skills. While such 
descriptive knowledge of how and why such changes occur may be 
tremendously important, it would not answer the normative question 
of which beliefs, habits, and skills we believe to be knowledge and, 
therefore, ought to acquire. It is to this latter normative question that 
the Meno dilemma is directed.

A time-honored example of the distinction between a descriptive and 
a normative study is that of the difference between psychology and logic 
as applied to deductive argument. Both are concerned with argument, 
but the former, psychology, is as much concerned with the causes and 
mechanisms of sloppy, inadequate, mistaken, and invalid argument 
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as it is with the causes and mechanisms of clear, adequate, valid argu-
ment. On the other hand, logic is concerned with what constitutes the 
difference between valid and invalid modes of argument. Psychology 
is descriptive; logic is normative. Both disciplines are important, but 
their aims are different. For a complete understanding of argument, 
one would need both psychological and logical results, and at some 
level these bear important relations to each other as I shall later show. 
But none of this affects the fact that the aims and initial methods of 
the two disciplines with respect to the same subject matter, deductive 
argument, are fundamentally different. Henceforth, I shall always use 
“learning” in the normative sense unless I explicitly note otherwise.

So it is with the Meno dilemma. We do not now possess the kinds 
of theoretical results in psychological learning theory which adequately 
describe the mechanisms of behavior change, but even if we did, such 
descriptive results would not solve the dilemma of enquiry to be found 
in the Meno. For obviously enough, if any behavior change, valid or 
not, reasonable or unreasonable, counted as learning in the normative 
sense, then it would not matter that one did not know the subject 
about which one was enquiring. Any behavior change would count 
as a proper end of enquiry, and that conclusion is obviously absurd. 
Neither Socrates nor we can say, “Enquiry is unnecessary. You may 
believe whatever you wish.”

Descriptive cognitive psychology attempts to remain neutral with 
respect to the validity of behavior change; education, however, cannot 
avoid entering the fray. Education is essentially concerned with changes 
in belief which are at least thought to be justifiable, with skills which 
are held to be useful, and with habits believed to contribute to the 
good life. In short, education may use descriptive psychology as part 
of its arsenal, but education’s aim is unavoidably normative. That is 
why the Meno dilemma is so crucial for education.

I need to forestall one possible misapprehension at this point. In 
committing myself to investigating a normative notion of learning 
rather than a descriptive one, I am not thereby committed to some 
notion of absolute or eternal truth. Such doctrines have, of course, 
sometimes emerged as the results of normative investigations of the 
kind I am undertaking, but they need not, and, indeed, will not in 
this study.

There is another narrowing of my area of concern that should 
be noted here. Even within a normative investigation into learning, 
there are a number of different kinds of questions one might ask. One 
might, for example, pursue the policy question of how best to organize 
institutional and individual efforts to promote learning. Although my 
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results may have some implications for such questions, they are not 
my major concern. Alternatively, one might ask for an analysis of the 
varying concepts of learning. What, in other words, does “learning” 
in  its various senses mean? Although I shall be doing some conceptual 
analysis in the course of this work, that will not be my primary aim 
either. Again, one might ask for fairly specific criteria for deciding 
when something has been learned. Although some guidelines may be 
suggested by what I shall say, it is not my specific purpose to develop 
such criteria.

Rather, I shall take the question, “How is learning possible?” in a 
Kantian sense. That is, “What are the presuppositions we have to make 
about the world and our attempts at knowing the world in order to 
render possible and intelligible our learning and our failure to learn?”  
I am not looking for sufficient conditions guaranteeing that learn-
ing will take place, although such conditions would be welcome to 
educators. Rather I am looking for those conditions rendering the 
human activity of learning, where this includes successes and failures, 
intelligible. I take the ease with which Plato has generated the Meno 
dilemma as an indication that we probably do not as yet understand 
learning as well as we might, and to that extent, we do not understand 
what we are about in our educational enterprises. And this lack of un-
derstanding is not a value disagreement about the ends of education, 
although it is clear there is plenty of that in contemporary educational 
discussion. Rather it is a lack of understanding of the epistemological 
conditions which render the central task of education, namely learning,  
possible.

2. A Formal Characterization of the Dilemma

Having shown the importance of the Meno dilemma for education, I shall 
now exhibit the dilemma by means of a formal model. This will enable 
me to structure various philosophical positions in terms of the ways in 
which they are, or can be seen as, attempts to overcome the problems of 
learning and enquiry raised by the Meno dilemma. Such a formal structur-
ing will also enable me to show in a general way the various conditions 
and constraints which operate on any proposed solutions. Finally, the 
formal structure will also enable me to interpret several important and 
perennial educational issues in terms of the dilemma.

The Meno dilemma is not a logical paradox, but rather an argument 
which seems to lead to the conclusion that learning or enquiry is un-
necessary or impossible. Such a result is paradoxical in that it contra-
dicts what seems to be absolutely certain—namely, that learning takes 



8 Chapter One

place all the time. Is the argument correct and we have been mistaken 
all this time about learning? Or is the argument faulty somewhere?  
If so, where? Or do we need to reassess and reinterpret some of our 
basic concepts regarding enquiry, learning, knowledge, and so on?

Logically, the argument takes the form of a simple constructive 
dilemma, which can be presented schematically as shown in Figure 1.

MAJOR  
PREMISE

If we already know that about which we are to 
enquire, enquiry is unnecessary (because we  
would have no need to enquire).
and
If we do not know that about which we are to  
enquire, enquiry is impossible (because we do  
not know the very subject about which we are  
to enquire).

MINOR 
PREMISE

Either we know that about which we are to  
enquire or we do not know that about which  
we are to enquire.

CONCLUSION Therefore, enquiry is either unnecessary or  
impossible.

Figure 1. The Meno Dilemma

Or, if we leave out the parenthetical background arguments for the 
two halves of the major premise, and make the following symbolic 
substitutions:

p: We know that about which we are to enquire.
q: Enquiry is necessary.
r: Enquiry is possible.

we get,
(p�not-q) and (not-p�not-r)

  p or not-p
     Therefore, not-q or not-r

which is a perfectly valid argument form. Thus, unless we can refute 
the argument, enquiry and learning will, to use the colorful language 
of ancient logic, be impaled on the horns of the dilemma.

Now the only ways to refute a formally valid constructive dilemma 
are either to deny one or more of the premises or to show there is an 
equivocation in the sense of one of the crucial terms. To take the latter 
tack, it might be claimed that “knowledge” is being used in different 
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senses in the major and minor premises. This would dissolve the di-
lemma. With respect to the former move, one could grasp either of 
the horns of the dilemma by arguing against the appropriate part of 
the major premise. Arguing that the minor premise is false is said to 
be going between the horns of the dilemma. I shall briefly sketch each 
of these moves for the Meno dilemma.

The first move would be to grasp the first, or, as I shall call it, the 
“old-knowledge” horn of the dilemma. That is, it could be denied that if 
one already knows that about which one is to enquire, enquiry is unnec-
essary. This denial is usually buttressed by attacking the argument given 
for the “old-knowledge” horn. This attack tries to show that even though 
there is a sense in which we know that about which we are enquiring, 
there is another sense in which we do not. It is in this second sense, the 
sense in which we do not yet know, that enquiry will be necessary and 
nontrivial. It might be argued, for example, that the student does not 
know, but the teacher does, and that is how learning can take place. But 
the question remains, How does the student learn in the first place to 
rely on the teacher as a source of learning? Compare the situation with 
that of the scientist on the frontiers of knowledge. How does the scien-
tist learn which of “nature’s” lessons to believe? Similarly, how does the 
student learn which of the teacher’s lessons to believe? The student does 
learn, of course; that is not the point. Rather the question is whether 
the student is justified in such initial “learning.”

I shall critically investigate attempts to grasp the old-knowledge horn 
in chapter 2. Interestingly, those two arch rivals in Western epistemol-
ogy, empiricism and rationalism, will both turn out to be somewhat 
different attempts to grasp the old-knowledge horn of the dilemma. Ba-
sically, I shall argue that there are two main problems with any attempt 
to grasp the old knowledge horn. First, the dilemma can apparently 
be raised once again about the source of the old knowledge which is 
postulated as grounding enquiry and learning. Second, there seems to 
be no way of accounting for the attainment of truly new knowledge. 
All attempts to grasp the old-knowledge horn seem to claim that any 
apparently new knowledge is simply illusory; yet historically it seems 
we do sometimes obtain radically new knowledge.

Another move would be to grasp the second, or, as I shall call it, the 
“new-knowledge” horn of the dilemma. That is, it could be denied that 
if one does not know that about which one is to enquire, enquiry is 
impossible. This denial is rendered plausible by attacking the argument 
given for the new-knowledge horn. The attack on the new-knowledge 
horn sketches ways in which one could know the subject of enquiry, 
and, even more importantly, could have some idea when such enquiry 
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into new areas was successful. Examples of attempts to grasp the 
new-knowledge horn are relatively infrequent in Western philosophy, 
although radically progressive educational movements which tend to 
emphasize an individual’s construction of knowledge bear a close af-
finity to epistemological attempts to grasp the new-knowledge horn 
of the Meno dilemma.

I shall critically investigate attempts to grasp the new-knowledge 
horn in chapter 3. Such attempts, of course, emphasize the radically 
new nature of knowledge which can be obtained by means of enquiry. 
There are typically two main problems with attempts to grasp the new-
knowledge horn. First, no account seems to be given of the fact that our 
first fumbling attempts in new areas of enquiry are seldom completely 
misplaced. That is, attempts to grasp the new-knowledge horn seem 
unable to account for the historical continuity of knowledge that we 
find. Second, the necessity for evaluating putative new knowledge as 
successful, both in terms of initial plausibility and in terms of later 
justification, seems to be ignored, and yet we do critically assess new 
knowledge claims in terms of what we currently know.

A last tactic would be to slip between the horns of the dilemma by 
denying the minor premise that either we already do or do not know 
that about which we are to enquire. Such a denial would appear to be 
denying a logical tautology and, therefore, not a very promising move. 
Nevertheless, that is essentially the path I shall take in this book. I shall 
not, however, be denying a tautology because the claim that we either 
know or do not know that about which we are to enquire presupposes 
that knowledge is a particular state which people either are or are not 
in. Now while a “static” view of knowledge may be intelligible in a 
derivative sense, I shall argue in chapter 4 that knowledge, at least for 
purposes of educational epistemology, is most fundamentally conceived 
of as a process. The argument for this view will take the form of at-
tempting to demonstrate that there is such a thing as rational concep-
tual change that cannot be explained away by traditional accounts. If 
this is so, then knowing must be conceived of as a continuing process 
of shaping our conceptual, perceptual, and representational schemes 
in response to the twin constraints of the general purposes of human 
activity on the one hand and the indirect editing effects of “the world” 
on the other hand.

It is the existence of rational conceptual change which will give point 
to the reinterpreted ways of grasping the two horns to be discussed in 
chapters 5 and 6. However, since knowledge will be conceived of as 
a process of adaptation, a continual historical shifting back and forth 
between the horns of the dilemma actually constitutes the way in which 
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we both do and do not know that about which we are to enquire. This 
reciprocal and iterative process will be discussed in chapter 7 along 
with the problem of the interrelations between the growth of human 
knowledge in general and the growth of an individual’s knowledge. 
It is, of course, the latter that is the primary concern of education.
Up until chapter 7 I shall, as I have indicated, be concerned with the 
growth of human knowledge in general, with enquiry, although, as will 
be evident, much of what I say about the growth of human knowledge 
will obviously be related to an individual’s learning. I shall not look 
specifically at the relations between the two, however, until chapter 7.

The basic processes of the acquisition of knowledge, both in general 
and on an individual level, that I shall defend give a kind of episte-
mological legitimacy to an individual student’s way of looking at and 
dealing with the world. That is, according to the view I shall develop, 
educators cannot simply assume that it is always appropriate to induct 
the young into our collective modes of knowledge and understanding 
without taking into account the students’ autonomy. The burden of 
proof is on the educator to convince the student in the student’s terms 
that a change in cognitive structure is appropriate. Now sometimes 
this burden can be carried, and when it can, the question arises as to 
how, pedagogically, such learning is possible. Thus, the Meno dilemma 
of the theoretical possibility of learning is reproduced on the practical 
level of pedagogy. In chapter 8 I shall suggest that a triangulation of 
thought and action on the material to be learned is the key pedagogical 
notion needed to bridge the gap between the student’s knowledge and 
modes of understanding at any given time and the general knowledge 
and modes of understanding into which we wish to induct the student. 
So the Meno dilemma will receive both a philosophical and a practical 
pedagogical solution.

The educational concerns of this book will be interspersed through-
out it. I do not believe that one can philosophize about education 
by simply substituting educational terms into general philosophical 
formulas. Rather one must philosophize within educational contexts, 
and that view dictates that the educational and philosophical concerns 
interact continuously. It will, therefore, not be possible for the philo-
sophical reader to skip over the educational parts nor for the educator 
to ignore the philosophy. Perhaps that will be good for the souls of 
both of them.
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1. Conceptual and Factual Knowledge

Consider the following argument for the superficiality of the Meno 
dilemma. Suppose a school has been faced with steadily declining en-
rollments in the past few years and the superintendent of the district 
wants to determine how many children of kindergarten age currently 
live in the district. There is clearly something the superintendent does 
not know, the number of kindergarten-age children in the district. It 
also seems clear that the superintendent can enquire into the answer 
to this question. A survey can be designed to find out how many such 
children there are, and surely the superintendent will recognize what 
will count as an answer. Indeed this situation is common. There are 
literally an infinite number of such things that people do not know, 
can enquire into, and for which they recognize what would count as 
an answer. “Is there any hamburger in the freezer for dinner tonight?” 
I don’t know, but all I have to do is go look. “What is the weather go-
ing to be tomorrow?” I will listen to the forecast on the radio and find 
out. “What kind of gasoline mileage did I get on my trip last month?” 
I can determine the miles traveled and the gallons of gasoline used and 
compute it. And so on and on. What could possibly be the problem 
with enquiry and learning in such situations?

Not only can innumerable examples of such everyday enquiry be 
cited, but a simple analysis of why such enquiry is successful is also 
available. In considering the question, “How many children of kinder-
garten age live in the district?” the problem is understood as well as the 
general outlines of what would count as an answer. We understand the 
concepts involved, what is being asked, and how an investigation like a 
survey could provide an answer, but it is not yet known just how the 
world sorts itself with respect to the concepts “children of kindergarten 
age” and “in the district!”

However, it could be asserted, this kind of example shows the old-
knowledge horn of the dilemma to be false. The old-knowledge horn 
is: If we already know that about which we are to enquire, enquiry is 
unnecessary. However, on the view under consideration we do know, 
in the sense of understanding the question, what would count as an 
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answer, yet we do not know the actual answer to the question, and so 
need to enquire. The antecedent of the old-knowledge conditional is 
true, the consequent is false, and so the conditional is false.

This same example could also be used to show that the new-knowl-
edge horn can be construed as false as well. The new-knowledge horn 
is: If we do not know that about which we are to enquire, enquiry is 
impossible. Again the antecedent is true in the sense that we do not 
know the actual answer to the question, but we do know, i.e., under-
stand, the general outlines of the subject about which we are to enquire, 
namely, the children in district. Thus the consequent is false, and the 
whole conditional false.

According to this line of argument the dilemma is dissolved once 
we distinguish two senses of “knowing.” First, there is the sense of 
knowing what it is the question asks, and in general what would count 
as an answer. This is a knowledge of the concepts involved in the ques-
tion. Second, there is the sense of knowing the actual answer to the 
question, what in fact is the case. This is a knowledge of the facts. The 
whole force of the dilemma comes from equivocating between these 
two senses of “knowing” in the horns of the dilemma. If we stick with 
knowledge of concepts, then the old-knowledge horn is false. That is, 
we can know, i.e., understand, the concepts in terms of which we are 
enquiring and yet still need to determine how, in fact, the world sorts 
itself into these concepts. On the other hand, if we stick with knowl-
edge of facts, then the new-knowledge horn is false. That is, we may 
not know the answer to our question, but can still enquire about it, 
for we do at least understand what would count as an answer.

For the sake of argument at this juncture, I wish to accept the rough 
distinction between knowledge of facts and knowledge of concepts 
outlined above. Provisionally, a knowledge of concepts is the ability to 
order and classify experience into meaningful categories. We know the 
concept of a dog when we can recognize dogs. We know the concept 
of eating when we can recognize organisms engaged in the process of 
eating. A knowledge of facts is a knowledge of how the world, natu-
ral and social, actually is. If my dog is eating and I know it, that is a 
knowledge of fact. Knowledge of facts can be of objects, events, and 
situations. Facts can be particular or general. They are expressed by 
propositions which in turn contain concepts as constituent parts. Typi-
cally a sharp distinction is drawn between concepts and propositions. 
I shall later argue that no such hard and fast distinction is possible. For 
now, however, I shall accept the rough distinction and content myself 
with noting that one can scarcely be said to know the concept of dog 
if one knows no facts or true propositions about dogs.
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There are two main reasons, however, for not resting content with 
the claim that the Meno dilemma evaporates on noting the distinction 
between knowledge of facts and knowledge of concepts. In the first 
place, the solution to the dilemma by means of the distinction clearly 
presupposes the preexistence of a knowledge of concepts such that 
enquiry is solely concerned with determining the facts. Recall that the 
proposed solution reads: “If we already know the subject about which 
we are to enquire (understand the concepts), then enquiry (coming 
to know the facts) is still necessary, and if we do not know the facts 
about which we are to enquire, enquiry is still possible, for we do know 
(understand the concepts in) the general area of enquiry.” Thus in both 
cases knowledge of the concepts is presupposed. So this “solution” of 
the dilemma actually proceeds by grasping the old-knowledge horn 
of the dilemma, because the claim is that there is a sense in which we 
already do know that about which we are to enquire, namely, we know 
the concepts which structure our enquiry.

But it seems to me that the dilemma can simply be raised anew 
about this sense of knowledge. In other words, suppose I grant for 
the moment that enquiry into facts is nonproblematic. What about 
an enquiry into concepts? The first premise of the dilemma can be re-
stated as: “If one already knows the subject about which one enquires 
(possesses the concept), enquiry into that concept is unnecessary, and 
if one does not already know (possess the concept), enquiry is impos-
sible (for one will not know the very concept about which one is to 
enquire).” The dilemma as reformulated concludes that enquiry into 
concepts is unnecessary or impossible.

But this is also paradoxical for we do believe that we can enquire 
into and learn concepts. Once again it might be urged that enquiry 
and learning must be sharply distinguished. Learning concepts is surely 
possible, it will be said, while enquiring into them does not make sense. 
The detailed discussion of the relation between learning and enquiry 
will be given, as I have already noted, in chapter 7. For now, it will 
suffice to note that insofar as the development of human understand-
ing in general occasionally requires the alteration or abandonment of 
existing concepts and the creation of new ones adequate to our know-
ing activities, it would seem to make sense to speak of an enquiry into 
concepts. For example, we no longer have the concept of aether in 
physics, but we do have the concept of a black hole in astrophysics.

A second reason for continuing to worry about the Meno dilemma—
even if we do accept the distinction between knowledge of concepts and 
knowledge of facts—is an educational one. It may, indeed, be true that 
a goodly portion of ordinary adult enquiry is of the sort exemplified by 
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the superintendent determining the number of kindergarten students in 
the district. The conceptual background which structures such enquiry 
can simply be taken for granted. But surely such is not always the case in 
education. Children plainly do not possess such conceptual frameworks, 
at least at a young age, and a part of the task of education is precisely to 
help them acquire the requisite concepts. The case is abundantly clear 
when we consider subjects such as chemistry or engineering in which, 
as an integral part of learning the facts of the subject matter, the student 
must also acquire the concepts in terms of which those facts are expressed 
(Hirst, 1965). Education, as opposed to informed common sense, cannot 
ignore the source of our knowledge of concepts.

2. Conditions of Conceptual Knowledge

Knowledge of concepts has typically been taken to be the same as 
knowledge of the definitions of terms. There are, however, deep and 
profound questions surrounding such an assimilation of questions 
concerning the nature of things to questions concerning the definitions 
of terms (Rorty, 1967; Veatch, 1969). There is a temptation to dismiss 
problems of the adequacy of concepts by such remarks as, “Oh, that’s 
just true by definition,” or, “It all depends on how you define your 
terms.” Such remarks make it appear as if definitions were more or 
less arbitrary and anyone were entitled to any definitions desired. The 
counter to such a trivialization of the problem of conceptual knowledge 
is that in transforming questions of how experience is to be categorized 
into questions of definition we are still seeking “real” definitions of 
terms, i.e., those definitions which state how things really are and not 
merely how we use words. To speak of real definitions emphasizes the 
point that definitions of terms are not arbitrary and must be adequate 
to the way the world actually is.

This point is important precisely because it is so little understood in 
contemporary thought. Take a controversial example. We are interested 
as educators in the nature of intelligence. It enters crucially into any 
number of educational problems—competence levels, instructional 
design, individualized instruction, differential educational opportunity, 
and so on. But what is it? Suppose we give the question its linguistic 
formulation and instead of asking what is the nature of intelligence, 
we ask what is the definition of the word intelligence? The most com-
mon reply at this point is for testers to define intelligence “operation-
ally” in terms of the concrete notions of scores on intelligence tests. 
Intelligence is what intelligence tests say it is. Laymen do, but social 
scientists often do not, recognize the blatant circularity and arbitrary 
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use of language involved in such an operational definition. In one sense 
the social scientist is vaguely honoring the idea that (real) definitions 
must be about the world and thus is defining intelligence in concrete 
observable terms—test scores. But in another sense the relevance to 
the world depends solely on the apparently arbitrary stipulation of the 
social scientist. Why, we can legitimately ask, do you think test scores 
have anything to do with intelligence?

In this case the linguistic shift to considering definitions instead of 
the nature of things seems to have perverted the language-world link. 
Real definitions must not only make contact with the world (opera-
tional definitions do that, all right), but they must also be concerned 
with the way the world really is. And except in a totally arbitrary and 
unmotivated way, operational definitions tend not to take this latter 
requirement seriously. It may be true that the world really does contain 
such and such test scores (marks on a piece of paper), but the question 
remains, what do these scores or marks have to do with intelligence?

It can be seen from this discussion that “concepts” seem to perform 
a mediating function between language and the world. Concepts are 
ways of categorizing our experience of the world, yet they are the sorts 
of things that are paradigmatically expressed by means of language. We 
can define linguistic terms and in that sense we show our knowledge 
of concepts. At the same time the question is open as to whether or 
not any given definition really does express the nature of things in the 
world. We can agree that people do in fact define their terms in such 
and such a way and still question the adequacy of those definitions. 
Therefore, when I speak of a knowledge of definitions as providing a 
knowledge of concepts, it will be in the context of judging the adequacy 
of the definition as a real definition.

One of the main problems with treating a knowledge of concepts 
as equivalent to a knowledge of definitions is the so-called “paradox of 
analysis” (Weitz, 1967). Indeed, we might view this paradox as a near 
relative of the Meno dilemma, although the exact bloodlines are unclear. 
Basically the paradox of analysis arises because of the condition that 
the concept being analyzed, the analysandum, be synonymous with the 
concept(s) giving the analysis, the analysans. On virtually any theory of 
meaning, two synonymous expressions can be substituted one for the 
other in any context. This leads to the following paradoxical result: If 
“A brother is a male sibling” is treated as a successful analysis, we can 
derive, by substitution of synonymous terms, “A brother is a brother.” 
The original putative analysis is intuitively informative, whereas the 
result one gets by synonymy substitution is not. In particular, the lat-
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ter is not an analysis and is blatantly circular, yet it was obtained by an 
unobjectionable synonymy substitution.

To state the problem in a manner analogous to the Meno dilemma, 
it appears to be impossible to give an analysis of any concept. For 
either we already know the meaning of a term or we do not. If we do, 
analysis is unnecessary. If we do not, we could never be certain of the 
correctness of any putative analysis, for to be certain of the correctness 
would require knowing the very synonymy relation in question!

One very natural way of attempting to meet the problem of the para-
dox of analysis would be to try to determine a special class of anteced-
ently understood terms which must be used in any appropriate analysis. 
An analysis given in these terms would be informative and nontrivial 
in that it would utilize the building blocks of language, namely, these 
basic terms, thus blocking the dangerous circularity of the paradox of 
analysis. The old-knowledge horn would also have been successfully 
grasped in that an analysis with the aid of these basic terms would 
constitute a nontrivial enquiry into concepts. Furthermore, we would 
be able to recognize an appropriate analysis when we came across one. 
It would be given in terms of the antecedently understood concepts.

There is, however, yet another condition in operation here. The way 
in which the antecedently understood class of terms is to be picked 
out cannot allow the Meno dilemma to be raised at that level, too. 
Otherwise, we would be in danger of generating an infinite regress. 
In short, our knowledge or understanding of these basic terms must 
be of a type which cannot itself admit of enquiry. Our knowledge of 
them must be direct and unimpeachable.

Let me recapitulate this section. The suggestion was that the Meno 
dilemma could be solved by distinguishing knowledge of facts from 
knowledge of concepts. A knowledge of concepts is something we 
already have and such knowledge would enable us to enquire into the 
facts. However, the Meno dilemma can be raised again at the level of 
the knowledge of concepts. Knowledge of concepts is understood as 
the analysis of concepts or as real definitions of terms. The necessary 
constraints on such knowledge involve having to specify a special class 
of concepts in terms of which the analysis or definition can be given. 
This follows from having to overcome the paradox of analysis. But such 
a special, basic class of concepts must be known in such a direct way 
that the concepts in that class do not admit of enquiry in this or in any 
sense. Otherwise we would be faced with an infinite regress of Meno 
dilemmas. To illustrate how actual accounts of the acquisition of con-
cepts attempt to satisfy these conditions, I now turn to some examples.
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3. Platonism and Conceptual Knowledge

A number of commentators argue that Plato himself believed that 
the only “real” knowledge was conceptual knowledge, which turns 
out to be equivalent to knowledge of the Forms. The Platonic Forms 
are absolute, eternal, unchanging, nonsensible universals, such as The 
Good, or The Chair. Sensible things, such as this particular chair, are 
considered knowable insofar as they model the truly knowable Form 
of Chair. What we call empirical knowledge, or knowledge of particu-
lar things, was, for Plato, a matter of mere belief and opinion. F. M. 
Cornford (1952, p. 110) writes:

Plato was not seeking a basis for any science of the sensible world; he 
was, in the first instance, seeking to give an account of that knowl-
edge which must direct the conduct of human life. The objects he 
discovered were not laws of nature, if by that we mean formulas 
describing the sequence of sensible phenomena, or anything of that 
sort. The theory grew upon his hands into a doctrine of an intelligible 
‘nature of things,’ consciously opposed to the materialism which 
identified reality with the elementary components of tangible bodies.

To give the “intelligible nature of things” is, at least to a first approxi-
mation, to give the concept of the things under investigation.

As Bernard Phillips (1948-49, p. 79) says:

Meno’s objection is not directed against the whole of human knowl-
edge or against the cognitive enterprise as such. Meno is not expressing 
a general scepticism; what he questions is the possibility of achieving 
the sort of knowledge which they are pursuing in the dialogue. It is 
the Socratic type of inquiry which forms the target of Meno’s paradox, 
and in relation to the sort of investigation which Socrates was wont 
to pursue, Meno’s question formulates a genuine problem. For how 
are we to construe the question, What is virtue? Presumably it is not 
simply an empirical question of fact. It does not ask what is the cur-
rent usage of the term ‘virtue’; neither does it seek to determine what 
any particular individual may choose to denote by the term. It is by 
intention an inquiry into the real inner nature of that which is desig-
nated by the conventional label ‘virtue’ it seeks the ‘essence’ of virtue.

To give the “essence” of virtue is, at least to a first approximation, to 
give the concept of virtue, although the notion of “essence” already 
presupposes a Platonic theory of concepts in terms of the Forms.

For Plato a knowledge of the essence of things came to be seen as an 
acquaintance with the Forms. Somehow, we had true knowledge of the 
nature of things when we had intuitively and directly apprehended the 
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Forms. This process was exceedingly difficult and was tied up for Plato 
with his doctrine of the immortality of the soul. Basically, our souls had 
direct acquaintance with the eternal Forms before birth, and it was our 
having taken on a body which clouded and distorted true knowledge of 
the Forms. Learning thus became for Plato a process of recollection, and 
this process is generally taken to have been well illustrated in the Meno 
by the slave boy episode. In this episode, Socrates, by means of a series of 
brilliant questions, elicits the proof of a somewhat difficult geometrical 
theorem from a slave boy who has never before been tutored in geometry.

A careful examination of Plato’s doctrines will reveal that they are not 
nearly so absurd as they often first appear to the contemporary mind. 
But the importance of the doctrine of the Forms for my purposes is 
rather that it illustrates a whole class of attempted solutions to the Meno 
dilemma of conceptual knowledge. The Forms are the class of basic 
concepts, and our knowledge of them is direct and unimpeachable—a 
kind of primitive knowledge by acquaintance. The search for real defi-
nitions, which is a hallmark of the Platonic dialogues, involves recol-
lecting our knowledge of the Forms and of how they are connected. 
Nor is enquiry appropriate at the original level of knowledge of the 
Forms, for at that stage our souls and the Forms coexist as equals. Such 
an approach, no matter that one objects to the details, is indicative of 
what I shall call a rationalistic view of conceptual knowledge.

Now obviously there are serious objections to the Platonic formu-
lation of a rationalistic approach to the knowledge of concepts. The 
original acquaintance of the soul with the Forms is mysterious, to say 
nothing of postulating such questionable entities as souls and Forms. 
Furthermore, the history of thought amply demonstrates divergent 
beliefs as to the nature of the Forms of Goodness, Right, Truth, Knowl-
edge, and so on. Such diversity seems wholly incompatible with the 
requirement that knowledge of the Forms be direct and unimpeachable. 
There is also the suspicion that the basic, direct knowledge of the Forms 
is merely postulated and never really shown. That is, the potential infi-
nite regress of Meno dilemmas applied to the “basic” class of concepts 
is blocked by arbitrary fiat. Finally, there seems to be no way on this 
approach to account for conceptual change. The problem of conceptual 
change is so central that I reserve a fuller discussion of it to chapter 4.

4. Associationistic Empiricism

Because of such difficulties with a variety of forms of rationalism, there 
has arisen in the history of thought a more empiricist account of the 
nature of conceptual knowledge. Some sort of empiricism informs 
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most of contemporary social science, and yet, as I shall argue, the 
empiricist approach is also inadequate. Not only is it inadequate, but 
the reasons for its inadequacy suggest a return to a Platonic account 
(Weimer, 1973). But if Platonism breeds empiricism and empiricism 
breeds Platonism, and neither is adequate to account for conceptual 
knowledge, then there will be good reason to believe that grasping the 
first horn of the Meno dilemma will not be successful.

If we object to the notion of a transcendent soul communing with a 
world of abstract, unchanging Forms, then associationistic empiricism 
provides another way of picking out the basic items which are needed 
to ground conceptual knowledge. The basic direct knowledge is taken 
to be of concrete particulars rather than of abstract universals (e.g., 
Russell, 1956). Our intuition of universals is mysterious and uncertain; 
our acquaintance with the immediate data of experience is certain and 
direct. People are forever disagreeing about the Forms, but surely, em-
piricism claims, we can reach agreement about the basic particulars of 
experience. Nor will knowledge of these basic particulars be open to the 
charge of a regress of Meno dilemmas. We do not need to enquire into 
our knowledge that this is a page in front of us; we directly observe it.

These concrete particulars (whether they are physical objects, sense 
data, or whatever, makes no difference to my purpose) are taken by em-
piricism to be organized in the mind by laws of association. Typically 
such principles include similarity, contrast, and contiguity. The opera-
tion of such principles is believed to account for all the ways in which 
concrete particulars are connected with each other, and such laws must 
enable us to explain our knowledge of general terms and concepts and 
the acquisition of such concepts. “Kindergarten children” as a general 
term is simply the similarity of people with respect to a certain age. 
“People” is just the similarity of objects with respect to “rationality” and 
“animality.” And so it would go. Concrete particulars group themselves 
into natural kinds with respect to the similarity relations among them.

Thus, according to the associationist account of general concepts, 
we have a direct experiential access to basic concrete particulars, and 
by the laws of association these particulars group together to form our 
general concepts. The Meno dilemma is to be solved by grasping the 
first horn. With respect to conceptual knowledge, we do know directly 
that which we seek (the concrete particulars are the constituents of 
our conceptual knowledge), but we can still enquire into the ways in 
which these particulars are combined and recombined to give us our 
concepts. This view of concept formation is widespread in the psy-
chological literature from early work on concept formation (Bruner, 
1956) to more recent computer simulation investigations in cognitive 
psychology (Anderson and Bower, 1973).
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In order to provide a solution to the Meno dilemma, however, these 
basic elements must be basic in both a psychological sense and an epis-
temological sense. The elements must be basic psychologically to enable 
the learning of concepts to get some kind of toehold with children who 
are not aware of and do not sense the more complex concepts of adult 
thought. The elements must also be epistemologically basic because 
they must be directly known if they are to stop the threatened regress 
of Meno dilemmas. But neither of these requirements seems to be met.

The Gestaltist ambiguous figures provide one of the most striking 
illustrations of the inability to find psychologically basic elements given 
in experience. Consider, for example, Figure 2, the famous duck-rabbit 
(Hanson, 1969). The point here is that we are not directly given basic 
elements which we put together into a figure falling under the concept 
of a duck, for example. We are not given the duck’s bill which is then 
combined with the head and eye until we recognize a duck. Rather the 
bill is a bill only insofar as we already see the figure as a duck. Indeed 
that same part of the figure becomes ears when the figure is seen as a 
rabbit. Associationism holds that we are given elements out of which 
we construct more complex concepts. The plain fact of the matter 
seems to be that the concept determines what the elements are. And 
this phenomenon, although particularly striking in the ambiguous 
figures, is extremely widespread (Petrie, 1974b).

Nor will it do to argue that really the lines are the basic elements 
and that we infer a duck or a rabbit. For one thing, the lines seem not 
to determine the inference one way or the other; we already need the 
concept for that. But if we must presuppose the concept, then the “basic 
elements” explanation of concept learning would be clearly question 

Figure 2. The “Duck-Rabbit.” Redrawn from N. R. Hanson,  
Perception and Discovery (Cambridge University Press, 1969).
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begging. Furthermore, it takes effort to see just the lines. One has to 
work on it, psychologically, and that is an embarrassing consequence 
for an account which was supposed to have given us psychologically 
basic phenomena.

Furthermore, the “basic elements” view seems inadequate epistemo-
logically as well. Our observation of or acquaintance with any concrete 
particular of experience is always of the particular as a particular of 
a certain kind. Particular experiences, by definition, never recur. It is 
only those experiences as classified that can be a foundation of com-
monsense and scientific knowledge. The best that I could say of a totally 
particular experience is that I had it. If a particular experience of a 
kindergarten child is to serve as the basis for propositional knowledge 
claims about, e.g., kindergarten-aged children, it must be because of 
the classification of that experience as similar to other experiences all 
of which fall under the concept of kindergarten children. Thus, knowl-
edge structures deal essentially with the abstract and the general, and 
the particular in its full-blown particularity will be unable to serve as 
a grounding of conceptual knowledge.

And so the attempt to substitute empirical particulars for Platonic 
forms as the basic elements in the grounding of conceptual knowledge 
has led back to the requirement for something abstract such as Platonic 
Forms. Platonism seems unable to grasp the old-knowledge horn of 
the Meno dilemma, and so does empiricism. They both postulate basic 
elements which are somehow directly known and thus not in need of 
enquiry or learning but which form the basis for further enquiry and 
learning. They differ in the nature of the postulated basic elements, and 
they both fail to give a plausible account of how their basic elements are 
known. Empiricism fails in this regard because the basic elements must 
be abstract. Yet abstract elements appear not to be directly knowable. 
There is in the history of human knowledge a diversity in the abstract ele-
ments accepted as basic both at a time and over time, diachronically and 
synchronically. And, even more importantly for education, there seems 
to be a diversity of basic conceptual elements over the life span of the 
individual. The cognitive structures of individuals undergo development.

5. Conceptualism

The failure of both Platonism and empiricism to give us an explana-
tion of the acquisition and knowledge of concepts has recently led to a 
number of positions reminiscent of Kant. Weimer (1973), also starting 
from the Meno dilemma, has argued that transformational linguistics 
with its emphasis on deep structures and innate linguistic universals 
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is Platonic in spirit. However, Weimer believes that innate linguistic 
universals promise an advance over Platonic Forms in that linguistic 
universals are knowable through individual language learning. That is, 
since these universals are believed to structure and be exemplified by 
the particular language any individual learns, they appear not to form 
a set of mysterious entities like Platonic Forms.

The revival of what has been called “schema theory” (Anderson, et 
al., 1977) in cognitive psychology is another indication of the dawn-
ing recognition that empiricism without abstract concepts is blind. 
Anderson (1977, p. 429) and his associates say, for example, “Without 
some schema into which it can be assimilated, an experience is incom-
prehensible and, therefore, little can be learned from it.” A schema is 
a cognitive structure that gives meaning to sensory inputs.

These “schema” approaches attempt to solve the problem of the ab-
stract nature of conceptual knowledge by building some a priori concepts 
into the very nature of our sensory and empirical experience. It just 
would not be experience without the operation of such presupposed a 
priori concepts. Once we are secure in the knowledge that our basic man-
ner of experiencing is legitimately bound up with the abstract concepts 
appearing in our judgments about experience, we can proceed with a 
clear conscience to construct other a posteriori concepts and judgments 
much in the way empiricists believe we do. That is, the “old-knowledge” 
presupposed in attempts to grasp that horn of the Meno dilemma is not 
knowledge of substantive elements, be they concrete particulars or ab-
stract universals, but rather knowledge that our ways of thinking are a 
priori legitimate. This is a shift, from locating the grounds or guarantee 
of knowledge in direct acquaintance with basic elements, to locating the 
guarantee in the procedures of knowledge gathering or enquiry. I shall 
call such approaches variants of conceptualism.

Note that such a move renders this position distinct from Plato’s. 
Plato recognized the primacy of the abstract but in a way which made 
it necessary for us to have a kind of direct access to his basic abstract 
elements, the Forms. Conceptualism, on the other hand, does not 
require such a direct knowledge, but rather says that the presupposi-
tion of experience as we have it is that experience is structured by 
concepts. If we cannot ground our knowledge in basic incorrigible 
elements, perhaps we can ground it in knowing that the processes of 
enquiry can occur only in ways that correspond to the forms of expe-
rience. The turn is made from questions concerning what is known 
to questions concerning how we know, and thus although still clearly 
an old-knowledge approach to the Meno dilemma, this alternative is 
significantly different from Platonism or empiricism.
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Does conceptualism succeed in grasping the old-knowledge horn? 
Yes and no. The crucial objection to Platonism and empiricism is that 
the source of and access to the basic “known” elements is mysterious 
and seems incapable of accounting for divergences and changes in 
what are considered basic elements at different times and by different 
people. Conceptualism does seem to solve the problem of our access 
to the basic elements, by suggesting not that these basic features are 
elements of knowledge but rather that they structure whatever can be 
taken to be knowledge. On the other hand, the problem of the validity 
of our conceptual knowledge remains.

Both Platonism and empiricism seek to guarantee validity by means 
of a theory of incorrigibility of their basic elements; neither is particu-
larly successful. It might be thought that by pointing out that certain 
concepts structure our very experience as knowable we solve not only 
the problem of the abstract nature of knowledge but also the problem 
of how we can understand and give theoretical reasons for the empirical 
facts we do observe. But these are two separate problems (Toulmin, 
1972, pp. 420-36); and although we may agree that concepts structure 
our experience, we need not believe that these concepts are exempt 
from historical change. Conceptualism is still faced with the problem 
of how the process of coming to know is intelligible and rational. One 
way of looking at the program of this book is as an attempt to give an 
account of the pragmatic, historical, and evolutionary ways in which 
our concepts structure our experience and how changes in these struc-
tures—our collective structures of understanding and knowledge—can 
rationally take place. Once that is done, however, it will be apparent that 
the result is quite different from ordinary versions of conceptualism.

6. Old Knowledge in Educational Thought

I believe that a very old and hoary controversy in educational thought 
can be given an interesting illumination by being viewed through the 
lenses of the Meno dilemma. I refer to the age-old dispute between 
subject-centered and child-centered instruction. To state the dispute 
in a somewhat oversimplified way, subject-centered modes of instruc-
tion regard the subject matter to be learned as providing the guiding 
principles for educational decisions. Proponents of subject-centered 
approaches recognize the autonomy of the student but tend to view 
that autonomy as subservient to the demands of the subject matter 
being considered. Child-centered approaches to instruction, on the 
other hand, treat the development of the student as an individual as 
the highest goal. Proponents of child-centered education recognize 



 Grasping the Old-Knowledge Horn 25

that you cannot teach just the student without teaching some subject 
matter; however, they tend to view such subject matter as subservient 
to the development of the student’s autonomy.

Subject-centered approaches seem to emphasize that knowledge 
must in some sense be present to form the conditions under which 
further enquiry and the gaining of new knowledge are possible. Child-
centered approaches, on the other hand, assert that each conceptual 
advance for the child is radically new from the child’s perspective and 
in the name of human autonomy is to be cherished. Thus, at least in 
a rough sense, subject-centered approaches can be seen as connected 
with attempts to grasp the old-knowledge horn of the Meno dilemma, 
whereas child-centered approaches are closely associated with attempts 
to grasp the new-knowledge horn. In this section I shall briefly examine 
one recent formulation of the subject-centered tradition, namely, the 
attempt of Paul Hirst to argue for the concept of a liberal education 
in terms of “forms of knowledge.”

In an influential article Paul Hirst (1965, p. 123) has argued that 
a modern interpretation of liberal education must be “one concerned 
with the development of the mind as that is determined by certain 
forms of knowledge.” This development is possible because of a kind 
of harmony between knowledge and the mind. Hirst specifically rejects 
the harmony of knowledge and mind implicit in the Platonic theory 
of recollection which I have already considered. He does not believe 
that any such metaphysical argument is persuasive. Rather, he holds 
“that the ‘harmony’ is a matter of the logical relationship between 
the concept of ‘mind’ and the concept of ‘knowledge,’ from which it 
follows that the achievement of knowledge is necessarily the develop-
ment of mind—that is, the self-conscious rational mind of man—in 
its fundamental aspect.”

What is the nature of this logical relationship according to Hirst? He 
claims that to have a rational mind is to have one’s experience structured 
by a conceptual scheme. And the basic conceptual schemes which can 
perform this task of structuring experience are the forms of knowledge 
which have emerged in the history of human thought. The forms of 
knowledge are thus the ways in which human experience has become 
intelligible to man. Tentatively, Hirst believes that the basic forms of 
knowledge include mathematics, physical sciences, human sciences, 
history, religion, literature and the fine arts, philosophy, and morals.

What is important here is the set of criteria Hirst uses to pick out 
the forms of knowledge. In the initial formulation there are four. First, 
each form of knowledge has central concepts peculiar, although not 
necessarily exclusive, to that form. Second, each form has a distinc-
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tive logical structure for these concepts. Third, the, criteria of “truth” 
(or whatever is analogous to “truth” in the given form) are distinctive. 
That is, each form has distinctive tests for the correctness of statements 
formulated in that form. Fourth, each form has particular techniques 
and skills developed for exploring and testing the experience and state-
ments structured by that form.

Note that Hirst’s view is clearly in the tradition of grasping the 
old-knowledge horn of the Meno dilemma and is a variety of concep-
tualism. The forms of knowledge structure our experience and make 
possible enquiry into new knowledge. The goal of education (at least 
liberal education) is in some sense to induct students into the forms 
of knowledge so that they can further pursue their intellectual aims. 
The subject-centered view of education comes to be seen as the logical 
precondition of learning and enquiry. We cannot learn anything except 
insofar as what we learn is structured by the forms of knowledge.

In a later article Hirst (1974) clarifies and expands on his thesis. 
Much of what he says there takes account of the lines of criticism I have 
been urging against attempts to grasp the old-knowledge horn. Yet, in 
a fundamental way, Hirst does not fully appreciate the demands placed 
by the Meno dilemma on a concept of learning. His account, even 
with the clarifications and amendments, remains firmly wedded to the  
notion that we must assume some valid knowledge as given in order 
to enquire about further knowledge. Let me try to show how this  
is so.

Because Hirst believes that the actual activities of enquiry are irrel-
evant for determining the criteria for a form of knowledge, he is driven 
to claim that the domain of knowledge is part of the domain of true 
propositions. The forms of knowledge themselves serve to partition 
this domain by means of the distinctive concepts, structures, and truth 
criteria of the forms. Now “truth” for Hirst is a very general notion 
which is primarily a demand for objective judgment. In some areas the 
judgment is as to what is the case, our more familiar notion of truth. 
In other areas it might be concerned with what ought to be the case, 
or with what is beautiful, and so on, depending on the form of knowl-
edge to which the specific “truth” criterion belongs. Furthermore, the 
criteria of application for concepts are identical with the truth criteria 
for the propositions in which such concepts appear.

All of this helps to overcome the objections to empiricism. Hirst 
explicitly recognizes that abstract concepts structure the particulars of 
our experience and seems to give full recognition to what I have called 
the primacy of the abstract. This much can be granted to Hirst even 
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though he continues to speak of a “given” element in experience. This 
given element is to be judged only by means of socially constructed 
concepts, but somehow it is also to provide the ground of objectivity 
and, hence, truth. This requirement sounds suspiciously like the re-
quirement that there be certain directly known basic elements in order 
to allow enquiry to proceed and is characteristic of the attempts to 
grasp the old-knowledge horn of the Meno dilemma. However, Hirst 
is apparently not eager to saddle the given element in experience with 
the responsibility for providing a nonproblematic basis for enquiry.

If Hirst’s given is not intended to play the role of basic elements in 
an empiricist epistemology, what about the forms of knowledge, the 
concepts, structures, and truth criteria? Are these meant to play the role 
of Platonic basic elements? Hirst explicitly denies that the forms have 
the kind of unchanging permanence which necessarily structures our 
experience. He grants that the forms may well be changing and that 
they are simply the best we have in an evolving scheme of knowing. 
At the same time he denies that they are arbitrary or idiosyncratic to a 
given society. This move, too seems to avoid the difficulties surround-
ing the absolutism of the Platonic approach.

The problem here is that by allowing for changeable concepts and 
developing forms of knowledge, Hirst seems to have reopened the door 
to a new application of the Meno dilemma at the level of the concepts 
basic to the forms of knowledge. Once again we find ourselves unable 
to acquire knowledge of these concepts. For either we know them and 
hence cannot learn them, or else we do not know them and enquiry is 
again impossible because we will be unable to recognize the concepts 
were we to run across them. By loosening the absolute nature of the 
concepts in the forms of knowledge, Hirst has reopened the question 
of where they can rationally come from and how they can justifiably 
change. Hirst’s problem is not so much making room for the fact of 
change; he recognizes that concepts do change. His problem is rather 
the rationality of conceptual change. Not only do we in historical fact 
see conceptual diversity, but we also see a conceptual continuity. Put 
another way, conceptual change seems just to happen on Hirst’s ac-
count. The standards of reasonableness are contained within the forms 
of knowledge, and so it appears we cannot ask how those standards 
themselves could reasonably change. Yet Hirst admits they do indeed 
change. If one denies the absolute character of basic concepts, one must 
give an account of the rationality of changes in them.

Hirst also grants that there need be no direct pedagogical or cur-
ricular implications from the forms of knowledge thesis. That is, even 
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if we could describe the logical form of knowledge of, say, the physical 
sciences, with its distinctive concepts, structures, and truth criteria, 
it does not mean that we have any direct information about how best 
to present that form to students. As has often been noted, the logical 
structure of a discipline may well not be the best pedagogical structure. 
Still we must certainly ask whether the goal of any particular curriculum 
from elementary school through a university graduate program ought 
to be to reproduce the logical forms of knowledge in the student. Must 
the ways in which the forms of knowledge structure experience and 
contribute to the development of rational mind be taught explicitly in 
order to do their job? (See, for example, Halstead, 1977.) The connec-
tion between the logical structures of the forms of knowledge and the 
cognitive structures present in students’ minds engenders difficulties 
with respect to the Meno dilemma. For certain purposes and at certain 
stages in the educational process, one may want precisely to ask the 
question, “How are such changeable forms of knowledge connected 
with the changeable structures of knowing to be found in individual 
students?” This question will be treated in some detail in chapter 7. 
It is sufficient here to note that Hirst is, unfortunately, silent on these 
points.

What emerges from the discussion of Hirst as an example of the 
subject-centered approach to learning is that such approaches tend to 
make one of two errors. Either they fall into the category of grasping 
the old-knowledge horn of the Meno dilemma by claiming that enquiry 
and learning are possible only in terms provided by static disciplines 
or forms of knowledge. Or, if they allow for a change in the forms of 
knowledge, just how those forms of knowledge are first acquired by 
anyone is left problematic, and the questions of how and when they 
can be justifiably changed and challenged remain open.
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1. The Structure of New-Knowledge Approaches

Attempts to grasp the old-knowledge horn of the Meno dilemma involve 
one in a kind of fruitless alternation between rationalist and empiricist 
approaches to the learning of concepts. As one examines rationalism, 
its defects seem to call for something like empiricism; whereas the 
elucidation of empiricism seems to demand a recognition of the con-
ceptual primacy of the abstract, and around the circle one goes. The 
important point is that these two competing philosophical doctrines 
are actually siblings when it comes to solving the Meno dilemma. Both 
attempt to grasp the old-knowledge horn, and both fail because they 
presuppose a static, nondevelopmental view of knowledge. Somehow 
basic knowledge is supposed to be just “there,” either in universals or 
in particulars, and “process” questions of its source, its change, and its 
development seem to be obscured. If, however, diachronic or historical 
problems could be dealt with successfully, it may be that some of the 
insights generated by conceptualist theories could be interpreted so as 
to give a reasonably adequate account of what knowledge and coming 
to know are like at a given time.

The new-knowledge horn of the Meno dilemma, on the other hand, 
is precisely concerned with changes in knowledge, and, therefore, with a 
historical approach to questions of knowledge acquisition. Approaches 
to grasping the new-knowledge horn do not assume that we already 
know that about which we are to enquire, but rather attempt to explain 
how we can generate “knowledge variants” concerning brand-new areas 
and test the validity of these variants to see whether or not they deserve 
to be called knowledge.

Generally I shall reserve the term “knowledge” for those claims 
which are both true and justified in some suitably broad interpretation 
of “true” and “justified.” Thus, strictly speaking, of various competing 
candidates for knowledge only one at most will deserve in the end to 
be called knowledge. One might call such candidates “hypotheses” 
except that that term is closely associated with the propositional side 
of the concept-proposition distinction. Similar considerations hold 
for “conceptual variant,” since sometimes the crucial variations involve 
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precisely some amorphous mix of concept and proposition (or hypoth-
esis). Furthermore, I wish to emphasize the processes of knowing. I shall, 
therefore, often use “knowledge variant” (along with hypothesis and 
conceptual variant), to indicate candidate variations in the knowing 
process.

It should be noted here that I am still operating under the assump-
tion that we can draw a distinction between conceptual knowledge on 
the one hand and factual knowledge on the other hand. That is, if our 
basic conceptual schemes are not at issue, obtaining new knowledge 
seems simply to consist of putting ourselves in the position of observ-
ing new facts. That may be tremendously difficult in some cases. We 
may, for example, have to build complex atom smashers to observe the 
facts of subatomic interactions, but the general shape of the domain 
is given; we just have not explored it all yet. The difficulty comes only 
when we shift our attention to concepts and conceptual schemes and 
ask how radically new knowledge of them is possible.

It is the requirement of validating the knowledge variants which 
partially explains the relative paucity of attempts at grasping the 
new-knowledge horn. Western thought has generally had a powerful 
concern with the justification of knowledge claims, and this emphasis 
has tended to lead fairly naturally toward attempts to grasp the old-
knowledge horn. In such approaches basic knowledge is by hypothesis 
justified and can, therefore, ground our enquiry. Without such basic 
knowledge, the justification problem for proposed variants looms very 
large indeed.

These problems can be seen through a brief examination of the 
recent resurgence of the sociology of knowledge. (See Keat and Urry, 
1975, for a good recent example of a discussion of these and related 
issues in the social sciences.) Since philosophical approaches that at-
tempt to isolate an incorrigible foundation for knowledge appear to 
have failed, it is more and more often being suggested that we should 
look at how knowledge is actually acquired by people who are in that 
business, e.g., scientists and scholars. Such a look might involve histori-
cal, psychological, and sociological elements. We might, for example, 
trace the way in which a certain scientific theory developed through 
history. We might talk about the ways in which a given scientist went 
about conceiving, testing, and developing a given theory. Or we might 
describe the sociological arrangements that allow scientists to check 
each other’s work thereby advancing knowledge in their area. All of 
these influences, it is claimed, will influence our knowledge of the 
world at any given time and will condition what we are likely to ac-
cept as new knowledge. 
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There is, of course, no doubt that we can learn a good bit about 
science, society, and our knowledge-gathering processes from such 
studies. The problem is the one raised in the first chapter regarding 
the confusion between a descriptive study and a prescriptive study 
of the acquisition of knowledge. The descriptive studies mentioned 
above all seem to presuppose that we already know in principle what 
knowledge, as opposed to mere belief, is like. At a bare minimum, the 
historian, psychologist, or sociologist of science must have some idea 
of the criteria for calling something a piece of knowledge or science. 
Without such an idea, the historian, psychologist, or sociologist does 
not even know where to begin.

If one were to object at this point that knowledge simply is what 
knowledge seekers, i.e., scientists and scholars, say it is, a radical relativ-
ism is but a step beyond. For throughout history knowledge seekers have 
said incompatible things about what is knowledge. Galileo believed 
the earth moves; many of his contemporaries did not. Turn-of-the-
century physicists believed in the aether; current physicists do not. 
Some psychologists believe in a strong inheritability of intelligence; 
others do not. But either the earth moves or it does not; there is an 
ether or there is not; and intelligence is strongly inherited, or it is not. 
Knowledge seekers do not agree on what they choose to call knowledge, 
either across time or at a given time. How then are we to appeal to 
their beliefs in order to judge what knowledge really is?

Notice that this question need not be a problem for the historian, 
psychologist, or sociologist of science if the goal is merely to describe 
what people have taken to be knowledge. But the suggestion I am 
examining is that what knowledge seekers call knowledge determines 
prescriptively what knowledge is. And it is the latter, prescriptive area 
that is the province of the Meno dilemma. Grasping the new-knowledge 
horn involves showing we can generate knowledge variants in new fields 
and recognize which of these variants deserve to be called knowledge. 
If knowledge variants are to be judged on the basis simply of what one 
chooses, and these choices can be incompatible, we can justifiably ask 
for reasons for choosing one over the other variant. Yet the choice itself 
is supposed to be the criterion of reasonableness, and we are trapped 
in a very small circle.

The typical move at this point is simply to deny that there is any sense 
in which the basic choices of knowledge seekers can really be under-
stood as compatible or incompatible. Since the choice serves to ground 
reasonableness, we cannot say that the choices themselves are either 
reasonable or unreasonable. However, such a move seems inadequate 
to the human condition. Our choices do make a difference in our lives, 
and, to the extent that we are concerned about such differences, that 
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we would prefer to live this life rather than that one, that it would be 
better to live this life rather than that, so are our choices conditioned 
by considerations of reasonableness. It is, of course, true that, once 
made, these choices do themselves provide the framework for judging 
lower-level choices, but the basic choices themselves seem unable to 
escape the potential relevance of considerations of reasonableness. Once 
scientists decided to treat the movements of the heavenly bodies as part 
of mechanics, the theories and explanations that are acceptable were 
constrained by this choice. But, equally, it seems sensible to ask what 
are the reasons for celestial mechanics in the first place. Given certain 
ends, what will count as reasonable means are to some extent relative 
to those ends. But surely we can ask about the reasonableness of the 
ends themselves, even if these are the basic ends of human existence.

There is another serious problem with the thesis that at bottom a 
mere choice or commitment serves to ground all criteria of reasonable-
ness or rationality. The problem is that the claim seems to be in some 
way self-defeating. For if this claim is seriously asserted in an effort to 
gain assent, then we can ask whether that claim is itself a reasonable one 
to hold. And it follows from the nature of the claim that we shall find 
it reasonable only in the case in which we have already made just that 
choice. If we have not, we cannot be convinced that we ought to make 
that choice by appealing to our reason. In fact, some thinkers accept this 
conclusion and the concomitant abdication of social responsibility it ap-
pears to entail. As individuals we might do likewise, but what we could 
not coherently do, for the reasons just noted, is to argue that educational 
systems as social entities be organized in such an anarchic way.

What this brief discussion has underlined with respect to the Meno 
dilemma are the problems with grasping the new-knowledge horn. By 
emphasizing human freedom, activity, and choice in a historical con-
text, these doctrines bring forth the necessity of considering knowledge 
variants and changes in our conceptual schemes. Our knowledge does 
seem, at least in part, due to our changing purposes and goals. And 
this “due to” not only reflects the causal effects of our purposes but also 
is itself partly constitutive of our knowledge, as I shall argue in more 
detail in the next chapter. At the same time, the knowledge variants 
emphasized by new-knowledge approaches seem not to be completely 
justified by means of simple choice or commitment. How is it that 
the variants have the initial plausibility they do? How is it that we can 
reasonably choose among initially plausible variants? To respond that 
we simply choose seems simply inadequate, and that inadequacy is 
the main problem in grasping the new-knowledge horn. To illustrate 
how these questions are answered in concrete cases I turn now to two 
examples from the philosophy of science and from education.
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2. Paul Feyerabend’s Philosophy of Science

One of the current debates in the philosophy of science concerns 
the growth of scientific knowledge. Discussions of theory change in 
science have a direct bearing on the question of the Meno dilemma, 
namely, “How is enquiry possible?” The so-called received view in the 
philosophy of science (Suppe, 1974) interprets scientific theories as 
(ideally) partially interpreted logical calculi which are tested against 
observational experience for their validity. The generation of such 
theories and the hypotheses in them are viewed as falling within the 
psychological context of discovery; whereas, the elaboration and testing 
of the theories are viewed within the logical context of justification. 
Theory growth is taken to occur both by the more or less additive ex-
tension of well-confirmed theories to cover new domains and by the 
reduction of special theories to more basic ones. Such a view has obvious 
affinities with empiricist attempts to grasp the old-knowledge horn of  
the Meno dilemma in its implicit separation of theory from empirical 
fact, its reliance on basic concrete observations as the source of valid-
ity for theories, and its presupposition of old knowledge (the existing 
theories) to account for new knowledge (extension and reduction of 
theories). This hypothetico-deductive account of scientific method, 
with its use of empirical observation as a touchstone of justification, 
underlies, implicitly or explicitly, the views of science held by a major-
ity of educational researchers today.

This view of the growth of scientific knowledge is sharply challenged 
by Paul Feyerabend (1970). He holds, following Popper (1965), that 
theories are not confirmable by observation, but at best falsifiable; that 
the terms of science do not summarize observations in an inductive 
manner, but are rather dispositional in that they tell us what we would 
observe under certain conditions; and that the road to the growth of 
scientific knowledge is through the proliferation of theories, which 
can then be exposed to potential falsification through editing effects 
of the world. In a manner reminiscent of schema theories in current 
psychology, Feyerabend solves the problem of the conceptual priority of 
the abstract by claiming that abstract theories are what give intelligible 
structure to our experience. At the same time he takes seriously both 
the problem of knowledge variants by insisting on the proliferation of 
theories, and the problem of the validity of those variants by insisting 
on the potential falsifiability of these variants by means of the editing 
effects of the world.

There are two problems here, however. First, how are we to under-
stand the proliferation of plausible alternative theories; and, second, 
just how does the world edit our knowledge variants? Let me take the 
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second question first. According to Popper there is a neutral observation 
language in which we report our shared, unproblematic, neutral obser-
vations. This observation language edits out false theories. For any two 
competing theories, we can always deduce contradictory observational 
implications and then design an experiment which consults neutral 
observation to see which theory is falsified. This is the doctrine of the 
“crucial experiment” and is rejected by Feyerabend for reasons origi-
nally given by Duhem (1954). Whenever we derive an observational 
consequence from a theory we utilize not only the restricted theory 
in question but also a whole system of supporting theories—theories 
of perception, of instrumentation, of measurement, and other such 
auxiliary hypotheses. Thus a falsifying instance falsifies the theory 
under consideration or one of the innumerable supporting theories. 
The experiment tells us something is wrong, but not what is wrong.

But the situation is even worse than this. Exactly the same consider-
ations which lead to believing that the terms of science are dispositional 
and theory-laden also imply that observation itself is theory-laden. This 
point has already been made in discussing the conceptual primacy of 
the abstract and will be further amplified in the next chapter. The sup-
position of a nonproblematic neutral observation language is highly 
suspect. Our concepts and theories infect even our basic observations. 
Thus it is possible, even likely, that the observational consequences 
derived from one theory will be incommensurable with the observa-
tional consequences derived from a competing theory. If this happens 
in the so-called crucial experiment, then, as Hanson (1958) puts it, 
competing theorists may well be looking at the same thing but seeing 
two different things. The influence of the world on our knowledge 
variants suddenly becomes highly mysterious.

This view of both meanings of concepts and observational categories 
as highly theory dependent seems to imply that everything depends on 
our world view. Competing theories are not consistent with each other 
in their use of observational categories, nor is there a meaning invari-
ance of the terms which function in various theories. In the sense that 
Feyerabend is espousing such a position, he is clearly concerned with 
conceptual diversity and conceptual change and can be construed as an 
advocate of grasping the new-knowledge horn of the Meno dilemma.

But the question then becomes, “Can we reasonably decide among 
apparently incommensurable theories?” Feyerabend suggests three pos-
sible ways of making such decisions. First, we might develop a more 
general theory which encompasses the competitors and, therefore, 
allows for shared observations. Second, we can examine the theories 
internally to see how well they connect with their own observations. 
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Third, we can invoke a “pragmatic theory of observation” which 
instructs us to accept that theory whose observation language most 
successfully matches the ways in which we actually do observe. The 
problem is that each of these methods of validating knowledge vari-
ants seems to presuppose a denial of the radical position developed 
thus far. If there really were a more general theory encompassing two 
“incommensurable” theories, they would actually be commensurable in 
terms of that general theory. Second, the way a theory hooks up with 
its own proper observations is assessable only intratheoretically, and 
so it would be impossible to make a comparison between the ways of 
two different theories. Finally, at least without further specification, 
even the description of our observational behavior will be conditioned 
by our theories and thus incapable of serving as an independent test 
of knowledge variants in any proposed pragmatic theory of observa-
tion. I shall later consider whether human actions themselves, not 
descriptions of human actions, could serve to get a pragmatic theory 
of observation started.

In response to this kind of criticism, Feyerabend resorts to an 
explicitly Hegelian line. The theory is best which most accords with 
the freedom and spontaneity of the human mind. But how are we to 
determine that? It seems that either we are to judge on some yet to be 
elucidated grounds that a given variant accords with the freedom and 
spontaneity of the human mind, in which case Feyerabend has still 
not answered the reasonableness challenge; or else any choice which 
results from the free and spontaneous operation of the mind is, ipso 
facto, a reasonable one, in which case we do not know how to deal 
with conflicting choices.

It seems that Feyerabend wants to pursue the latter course. Anything 
that arises as a result of the playfulness of the human mind is appropri-
ate to ground reasonableness. Indeed we are actively to seek theories 
which contradict the best-established theories we have. The grounds 
for this injunction are that accepted theories always inadequately ac-
count for their domains and are always encrusted over with “natural 
interpretations” of experience which need to be overthrown.

Feyerabend believes that this free generation of variants also accounts 
for the initial plausibility of the variants as well as for their later valida-
tion. His policy of “counterinduction” will generate plausible theories 
precisely because the established theories are bound to be inadequate. 
Moreover, this policy of playfully generating new and radically different 
variants requires us to learn to speak a “new language,” the language 
of the proposed new “natural interpretations.” This language must, of 
necessity, be learned directly and not by means of a translation into any 
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existing language we may know. That this is so follows from the radical 
dissimilarity of competing theories. They really are incommensurable. 
In the end, basic theory choice becomes a function of our psychopoliti-
cal interest along with some esthetic judgments concerning the beauty 
of our theories. Nothing more reasonable is to be found.

Thus Feyerabend is left with an anarchistic view of knowledge which 
seems to most people unacceptable for precisely that reason. What he 
seems to have pointed out brilliantly is the pervasive influence of hu-
man interests and the spontaneous operation of the mind upon our 
theories and concepts, and especially the nature of the variants we can 
intelligibly countenance. We really can and do change experience to 
fit our preconceptions. What Feyerabend has failed to account for is 
the limits to such self-serving processes. The world may not be directly 
accessible to our observation, but neither is it infinitely pliable to our 
interests. Problems and difficulties do arise with our theories which 
seem to call for more than playfulness of mind and require more than 
a mere existential choice. Thus Feyerabend’s positive account of the 
growth of scientific knowledge is faced with the same structural prob-
lems as the general attempts to grasp the new-knowledge horn of the 
Meno dilemma. How do we account for the historical continuity we 
do find in conceptual change? How do we judge the reasonableness 
of knowledge variants? How do we assess their initial plausibility and 
their later justification?

3. Open Education

Traditionally, the major alternative to a “subject-centered” approach 
in curriculum has always been a “child-centered” approach. In the last 
chapter I argued that Paul Hirst’s forms of knowledge approach to 
curriculum represents a contemporary example of a subject-centered 
approach and is properly construed as an attempt to grasp the old-
knowledge horn of the Meno dilemma. It will come as no surprise to 
find that child-centered approaches to curriculum can be fruitfully 
construed as attempts to grasp the new-knowledge horn. In particular 
I will examine that somewhat loose contemporary movement known 
as “open education.” (The remainder of this section is an adaptation 
of Petrie, 1975.)

Anyone who assays to speak generally about even some limited aspect 
of open education is surely treading on dangerous ground. For here is 
a development in education where even the advocates feel universally 
constrained to comment on the lack of systematic, agreed-upon prin-
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ciples in their domain. Indeed, they make of this lack of coherence 
the virtue of flexibility. Nevertheless, from a sampling of the works of 
writers on open education and from the talk of those who engage in 
what they call open education, a general picture of the sort of thinking 
which ties this loosely knit field together begins to emerge.

Rathbone (1971, pp. 102-3), a typical source on open education, 
claims:

knowledge is idiosyncratically formed, individually conceived, fun-
damentally individualistic.… Because knowledge is basically idiosyn-
cratic, it is most difficult to judge whether one person’s knowledge 
is ‘better’ than another’s.… On the contrary, the child envisioned 
by open education faces a world of potential but unpredetermined 
knowledge that will admit to a plurality of interpretations.

The first principle of importance to be found in open education is, 
thus, that knowledge is an idiosyncratic, personal construct and cannot 
be “transmitted” in the usual standard sense. In one recent volume on 
open education, Spodek and Walberg (1974) speak of the attempts to 
break down standard boundaries between disciplines, the use of dis-
ciplines only as needed for a student-initiated project, the teacher as 
facilitator, and so on. Knowledge is felt to be attained only when the 
student makes it her or his own through seeing its importance and rel-
evance. It cannot be handed over by the teacher. The interdisciplinary, 
problem-oriented mode of discovery learning replaces the disciplinary, 
subject-centered mode of instruction. I shall call this set of claims and 
observations the personal construct view of knowledge.

The second principle of importance to the Meno dilemma has to 
do with the central role of the student in open education situations. 
It seems to be generally held that students can and ought to play a 
much larger role in their own education than they traditionally do. 
It is believed that the students can profitably make significant deci-
sions concerning what they will learn, when they will learn, and even 
how they will learn. The teacher’s role never vanishes completely, 
but neither is it dominant. The students themselves must be actively 
involved in the learning process. Furthermore, it is important to note 
that such student involvement may, at least for some open educators, 
go beyond merely making choices within a teacher-structured context 
to participating in the choice of that very context itself. Put another 
way, it is assumed, at least by some, that children must help in choos-
ing the ultimate ends of their education and not only the means. This 
principle, in all its variations, I shall call the principle of respect for 
student integrity.
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The two principles are, of course, closely connected, but I do not 
believe they are identical—at least not in all senses. For one might 
believe that knowledge is a personal construct and yet maintain that 
some students are not intellectually capable of learning certain things. 
Likewise, one might respect a student’s integrity and yet believe that 
knowledge is objectively to be found in the traditional disciplines; 
that is, one respects the student as a person but locates the authority 
of knowledge outside the student. On the other hand, there probably 
are interpretations of the two principles which are logically connected, 
but more of that later.

Although these principles could be interpreted in psychological, 
ethical, or affective ways, I shall interpret them as being concerned in 
an epistemological way with the acquisition of knowledge. Consider 
first the principle of knowledge as a personal construct. This can be 
taken as saying that no matter how true or well justified anything may 
be, until a given student has appropriated the materials, he or she can-
not be said to know it. Commonsense examples abound. We often 
say that a rote-memorized lesson is not really known, or that a mere 
use of the jargon in a field does not demonstrate understanding. The 
point is a simple one but has profound implications for education. 
Various things may be known in the sense of having a place within 
the justificatory framework of some subject matter, but until the stu-
dent places the thing within his or her own justificatory framework, 
the student does not know it. And the two frameworks may be quite 
different. Physics may have one justification for Einstein’s theory of 
relativity; a student may justify it on the basis of the authority of the 
teacher. A well-known subject matter may be unknown to the student, 
and the problem is to say in what sense the student’s grasp of the new 
knowledge is reasonable.

Within this general framework one can distinguish a strong and a 
weak epistemological interpretation of the view that knowledge is a 
personal construct. In the weak version the open educator is saying that 
a student does not possess knowledge until it has been appropriated 
into the student’s justification scheme. Before then the knowledge may 
be “there” in some sense, but it is a useless sense as far as the learner 
is concerned. The strong epistemological version of the thesis, on the 
other hand, is that there really is no sense to be given to the notion 
of an objective justification to be found outside individual knowers. 
There would be no justification to be found in physics, for example. 
Such justification turns out to be merely the individual justifications 
of certain designated “experts” in the field. Thus, all justification, and 
hence all knowledge, would be fundamentally a personal construct. 
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Such a strong thesis can be seen to be compatible with the attempts 
already outlined in this chapter to grasp the new-knowledge horn of the 
Meno dilemma. To the extent that established knowledge is nothing more 
than the current personal knowledge constructs of the authorities in the 
field, to that extent does open education seem committed to grasping 
the new-knowledge horn. What counts as knowledge is determined by 
the commitments of a personal justification scheme. The analogies of a 
personal construct view of knowledge with Feyerabend’s emphasis on the 
mind’s freedom and on individual choice as epistemological principles 
are striking. Open education is expounding in an educational context 
the view of knowledge variants I have claimed to be characteristic of 
approaches to grasping the new-knowledge horn of the Meno dilemma.

The principle of respect for student integrity can also receive a strong 
and a weak epistemological interpretation. In the weak sense, respect 
for student integrity can simply be taken to mean respect for persons 
as a source for potential argument and reasons. Indeed failure to be-
stow this kind of respect for persons as a potential source of rationality 
leads to a particular informal fallacy in logic, the “ad hominem.” This 
is the fallacy of attacking the person rather than the argument, and it 
is a fallacy just because any person might be the source of valid argu-
ments and good reasons. The weak version of respect for the potential 
integrity of student reasons leaves open the possibility that although 
a student’s reasons are potentially as valid as anyone else’s, in fact we 
can and do have a standard of evaluation of these reasons. Thus, we 
could sensibly make comparative judgments as to which of two sets of 
reasons is better. Furthermore, it might be urged that most if not all 
of the time, the reasons contained in the disciplines are simply better 
than the student’s reasons.

The strong version of the respect for student integrity would, how-
ever, deny that there is such a standard of comparison. That is, a stu-
dent’s reasons are taken to be intrinsically as good as any other reasons. 
If we add the strong view of knowledge as a personal construct, we can 
see that the student’s reasons logically would have to be intrinsically 
as good as anyone else’s because justification is radically idiosyncratic. 
Even what counts as a reason depends on the conceptual scheme of 
the individual knower. And, conversely, if any individual’s coherent 
set of reasons is as good as any other individual’s coherent set of rea-
sons, then justifications for knowledge would have to be relative to 
the coherent sets of reasons. Thus, in its strong version, the principle 
of knowledge as a personal construct implies the incommensurability 
between justificatory schemes of teacher and student or between two 
different schemes in the same student’s history of cognitive develop-
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ment. Conversely, the respect for student integrity in its strong form 
implies individual coherence as the only standard for the justification 
of knowledge.

What bearing do the strong and weak interpretations of the two 
principles have on the Meno dilemma? To begin with the weak ver-
sion of the respect for student integrity, I have already indicated that 
to deny that a student’s arguments and reasons are potentially valid 
and sound is to commit the fallacy of “ad hominem,” or perhaps “ad 
studentum.” The philosophical point is that to the extent that chil-
dren do possess a form of rationality, then to that extent must they be 
treated as potential sources of argument. This is, however, a “burden 
of proof ” kind of claim. We might be able to demonstrate psychologi-
cally and anthropologically that actually organizing a classroom to take 
each student’s reasons and arguments completely seriously would lead 
to severe pedagogical problems of coverage and may serve to instill a 
sloppy and undisciplined mode of enquiry into the students. Thus, 
practices curtailing the unfettered promulgation of student reasons 
might be justified even though this occasionally could lead to ignor-
ing an individual student’s argument that turned out to be correct 
(Campbell, 1969). Practices limiting the consideration of student’s 
reasons must be justified rather than requiring the students to justify 
exceptions to the practice, and this formal shift in burden of proof may 
have profound differences in the way schools are run. However, it is 
hard to see how open education would fare differently in this regard 
from any other mode of schooling. Indeed we could view the whole 
age-graded, subject-specific, lecture-oriented nature of today’s curricu-
lum as a rough attempt to take into account these kinds of problems by 
allowing the teacher to deal at appropriate times with arguments that 
are characteristic of the subject matter and the age and background of 
the students. But the weak version of the principle of student integrity 
says nothing about how new knowledge is acquired.

The weak version of the personal construct view of knowledge also 
seems to be perfectly correct. No proposition can be known by a student 
until the student believes and can justify it in terms of his or her own 
conceptual scheme. This result follows directly from a detailed analysis 
of the justification condition in the classical analysis of knowledge as 
justified true belief. At the same time, however, it remains an open 
question as to whether the personal idiosyncratic justification must be 
brought into line with the public objective justification before knowl-
edge can be properly attributed to the student. This is more likely to 
be the case with integrated bodies of knowledge called subjects and less 
likely to be necessary for relatively isolated propositions. Again, open 
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education methods such as discovery learning may happen to be more 
successful than other forms of schooling. But even here, a well-designed 
lecture that began with what the students currently know might be 
much more efficient (Petrie, 1970). Once again, nothing particular 
seems to follow concerning the acquisition of radically new knowledge.

But the strong versions of the two principles allow no such accom-
modation with alternative, more traditional, conceptions of school-
ing. If objective justification of knowledge is a myth, and if student 
reasons are intrinsically as good as any other reasons, then any method 
of schooling that failed to put the student front and center would not 
be justified on epistemological grounds. Concomitantly, the possibil-
ity that such an epistemology would be relevant to the Meno dilemma 
would be greatly increased. I turn, therefore, to a detailed consideration 
of the strong versions.

In the first place, insofar as the strong versions of the two principles 
imply a radical subjectivism, they must be wrong for the same reason 
already outlined. In their strong subjectivist formulations the principles 
are in some sense self-defeating or pointless. Their truth is inconsis-
tent with seriously asserting them. Consider: If knowledge were really 
only a personal construct, then knowing that very assertion would be 
possible only for those who, personally, already have constructed it. 
Those who personally believed otherwise could not—logically could 
not—be rationally convinced that knowledge is a personal construct; 
for the requisite, independent, nonpersonal evidence or justification 
is not allowed. Or take the view that student reasons are as good as 
any other reasons as long as they belong to an individually coherent 
scheme of reasons. The reasons which are taken as justification for the 
personal construct view of knowledge cannot be as good as the reasons 
against the view, for the former are, I have just shown, incoherent. But 
even if they were coherent, since reasons are incommensurable, I could 
have no more reason for believing in the absolute autonomy of student 
reasons than for believing the opposite.

Second, the strong versions of the two principles lead to the same 
kind of anarchy in education that Feyerabend was led to in the phi-
losophy of science. One of the motivations for the current “back to 
the basics” movement in education is the inchoate sense that there 
are intellectual standards independent of any student’s conception of 
those standards. Since individual views of what constitutes knowledge 
do conflict, there must be some way of deciding which is most reason-
able; we cannot allow a wholesale subjectivism. Nor will it do to turn 
over such decisions to a political process. We cannot legislate what 
will count as sound thinking and clear communication. What counts 
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as knowledge depends in part on more than our personal choice and 
commitment. The very idea of education, let alone the institution of 
schooling, depends on our belief that disciplined thought and enquiry 
can be of some help to the human condition. Otherwise, we could all 
make our lives beautiful simply by wishing them so. The world is not 
the silly putty of our minds and hearts.

Thus the problems of giving a coherent formulation of the strong 
interpretation of the two epistemological principals of open educa-
tion turn out to be identical with the problems of grasping the new-
knowledge horn of the Meno dilemma. We must find a place in our 
epistemology for knowledge variants, but the source of these variants 
must be specified and the historical continuity with other conceptual 
and knowledge variants accounted for. Even more importantly the 
reasonableness of alternative knowledge variants must be explained 
both in terms of the initial plausibility of such variants and in terms 
of their later verifiability. There are strong arguments in open educa-
tion for taking seriously the notion of knowledge variants, both the 
historical variations in human knowledge and the individual variations 
among students and teachers. At the same time, however, the source 
and reasonableness of such variation are left largely untreated by ad-
vocates of open education. To the extent that open educators advocate 
a totally free and unconstrained choice in matters epistemological, 
to that extent must we refuse as educators to take them seriously. To 
the extent that they might be able to suggest an account of grasping 
the new-knowledge horn of the Meno dilemma, to that extent can we 
incorporate the epistemological insights of open education into our 
educational theory. These insights are, first, that education cannot 
simply be the handing over of established bodies of knowledge without 
taking account of the ways in which students integrate such knowledge 
into their own cognitive frameworks, purposes, and activities; and, 
second, that the students’ own cognitive frameworks, purposes, and 
activities have an individual integrity which must be accorded both 
ethical and epistemological respect.

Historically, neither attempts at grasping the old-knowledge horn 
of the Meno dilemma nor attempts at grasping the new-knowledge 
horn appear to have been successful. Indeed, upon analysis each of 
these attempts seems to require the other. I shall, therefore, examine 
the possibility of slipping between the horns in saying how enquiry 
and learning are possible.
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1. The Meno Dilemma and Conceptual Change

What I have argued so far is that in order to understand the possibility 
of enquiry, we have to take the challenge posed by the Meno dilemma 
seriously. If we attempt to grasp the old-knowledge horn, the challenge 
is to say how it is that we can already know that about which we enquire 
and yet engage in enquiry in a nontrivial way. If we attempt to grasp 
the new-knowledge horn, the challenge is to say how it is that in areas 
of which we know nothing we can yet generate knowledge variants and 
justify appropriate ones as knowledge. In both cases we are fairly quickly 
forced from a consideration of knowledge in general to a consideration 
of conceptual knowledge. That is, if it can be assumed that conceptual 
knowledge is already present in some sense, there seems to be no par-
ticular philosophical difficulty in pursuing factual knowledge about the 
way the world happens to sort itself in terms of our conceptual schemes.

I have urged that the insight seemingly grasped by those approaches 
which attack the old-knowledge horn is that our knowledge in some 
sense is conditioned by a reality which is independent of our manner 
of knowing it. In some fundamental sense we cannot “know” anything 
we choose. The world sets very definite and independent limits to what 
can be known. Both Platonism and empiricism honor this insight even 
though they differ dramatically in what they conceive reality to be and 
how they believe we have access to it. What they do agree on is that 
a kind of direct access to reality at some level or other is essential to 
objectivity and thus also essential to knowledge.

There are, as I have shown, serious problems associated with attempts 
to grasp the old-knowledge horn of the dilemma. In the first place, no 
philosophical account of the necessary basic contact with reality is fully 
adequate. Thus, the acquisition of concepts, at least the basic ones, 
appears ultimately mysterious. But the situation is not much better 
even if we assume we have a basic stock of concepts. For I will argue in 
this chapter that the “building block” picture of the acquisition of con-
cepts is highly dubious. Concepts seem to be subject to Gestaltist-type 
changes rather than simple rearrangements of basic given elements, and 
that fact illustrates the second main difficulty with attempts to grasp 
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the old-knowledge horn. There is a wide range of conceptual diversity 
and change. Different historical ages have different concepts and they 
change over time; different cultures at the same time possess varying 
concepts; and even an individual’s conceptual scheme changes over 
time both developmentally and as a result of learning. Such diversity 
seems a product as much of differing individual and social goals and 
purposes as of different external ecologies.

On the other hand, I have granted that those approaches which 
attempt to grasp the new-knowledge horn of the Meno dilemma em-
body this last important insight, namely, that our knowledge is due 
to our human purposes and activities in pursuing knowledge as well 
as to an independent reality. There are an indefinite number of things 
one might come to know about the world. (I shall use the term “in-
definite” to refer to cases where not only are there an infinite number 
of things we might come to know, but also there are no unambiguous 
ways of even deciding what things to count.) Which things we know 
and even how we come to know them—indeed, the very possibility 
of their being known—depends on our directed knowing activities as 
human beings. From Feyerabend to open education, human intention 
and commitment are seen as conditioning our knowledge.

But I have argued that new-knowledge approaches are subject to 
difficulties as well. By emphasizing human purposes, activities, and 
choices one may well be able to account for the source of concepts 
as well as for their diversity and change over time, but the continuity 
which also underlies conceptual change seems slighted. Furthermore, 
the justification for preferring one conceptual variant over another is 
not obvious. This question of justification arises both at the level of 
the initial plausibility of the variant or existential choice and at the 
level of its ultimate adequacy.

These difficulties bring us full circle back to the insight of those who 
would grasp the old-knowledge horn. Thus the two approaches can be 
seen as having complementary insights and weaknesses. The old-knowl-
edge approaches emphasize the role of the external world in rendering 
knowledge justifiable, but such approaches fail to account for knowledge 
variation. The new-knowledge approaches emphasize the role of human 
purposes and activity in accounting for rational knowledge variation, 
but such approaches fail to account for the objectivity of knowledge.

The problem which remains is similar to that in contemporary 
discussions of conceptual change. Do concepts change? If so, how? If 
not, how do we account for the apparent conceptual diversity among 
cultures and among individuals at any one time, and across time, both 
historically for humanity at large, and developmentally for any given 
individual? If concepts change, how does that occur and how can such 
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change be seen as rational? What I will do in this chapter is to investi-
gate the general phenomenon of conceptual change in the acquisition 
of knowledge in an attempt to throw light on the solution of the Meno 
dilemma. Conversely, the complementary strengths and weaknesses 
of the old- and new-knowledge approaches will point the direction to 
what I hope will be a satisfactory account of conceptual change.

2. What Is Conceptual Change?

It would certainly be nice if I could give an account of a concept. It 
might be argued that I can scarcely talk about changes in concepts if I 
do not know what a concept is. However, no one else seems to know 
what a concept is either so I am no worse off than those who would solve 
the Meno dilemma in other ways. I hope I will be able to say something 
useful about conceptual change and the acquisition of concepts even if 
I cannot give an account of a concept itself. Plato never succeeded in 
defining virtue in the Meno, but still managed to say some very enlight-
ening things about whether or not and how virtue might be taught. 
Indeed, it has recently been argued (Sternfeld and Zyskind, 1978) that 
the Meno represents a significant departure from the ordinary conception 
of Platonic method. Plato seems content to have brought Meno as far 
along the road to enlightenment as he could even though that distance 
fell short of a full definition of virtue. Sternfeld and Zyskind present a 
compelling argument in terms of Platonic scholarship for viewing the 
Meno as primarily concerned with right action—a perspective which will 
be amplified in educational terms in the present work.

What I shall do in the following is to discuss examples of conceptual 
change drawn from the history of science. Examples of conceptual 
change in areas such as political philosophy, or ethics, or ideology are 
often suspect. It always seems possible for those who would deny the 
reality of conceptual change to object that examples from such fields 
do not really involve different concepts, but rather different value or 
political judgments on the same concepts. Although this may some-
times be true, I do not believe that such value-laden cases are different 
in principle from scientific cases with regard to conceptual change. 
However, in choosing my examples from the prima facie value-free 
area of science, I hope to obviate such criticisms.

Conceptual change is a complex phenomenon which I cannot hope 
to cover completely. I shall instead identify and illustrate three aspects 
of this phenomenon: change of meaning, change of perception, and 
change of methodology. I suspect that each of these aspects is involved 
to a greater or lesser extent in every conceptual change, but it may be 
useful to point each example toward one of them. On the other hand, 
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I am not claiming that these are the only aspects of conceptual change, 
merely that they are very important ones.

The first example involves the concept of combustion (see Butterfield, 
1957). For a long time it was thought that in burning an object one 
was driving off something, so that the end product of combustion was 
something less and more elementary than that with which one began. 
Indeed, observation of common cases of burning appeared to confirm 
this notion. When wood burns, flames and smoke appear to escape and 
only ash is left. The substance driven off was thought to be a solid, fatty 
substance which came to be called phlogiston, and it figured in some very 
complex theories. However, scientists were unable to ignore or explain 
away the cases in which something was added in combustion. When 
mercury or iron was heated, for example, the resulting product weighed 
more than it did prior to the heating. Of course, such cases could be 
handled within the theory by suggesting that phlogiston had negative 
weight or by hypothesizing the existence of a secondary incidental process 
which added weight during combustion, but such emendations came to 
be considered more and more ad hoc. Following Priestley and Lavoisier 
the concept of combustion changed to account for these phenomena in 
ways that did not seem so arbitrary and which began to show promise of 
being able to cover other phenomena as well. The concept of a chemical 
element as we now know it began to emerge, and combustion came to 
be seen as a process of oxidation where oxygen or “dephlogisticated air” 
is added to materials. Thus, the concept of combustion changed from 
one in which something was lost to one in which something was gained. 
This example of conceptual change seems to me to illustrate a change in 
the meaning of the term “combustion,” and the process of this change 
of meaning I call conceptual change.

Let me turn to the second example. We all, of course, know that the 
earth rotates on its axis, thereby causing night to follow day in a regular 
succession. People did not always know this, however, and even now 
our reasons for this belief are perhaps not as strong as we would like 
to think. Consider, for example, the following argument adapted from 
Feyerabend (1970): If the earth really moved, i.e., rotated on its axis, 
then a ball dropped from a high tower would not, indeed, could not, 
land at the base of the tower, but would land at some distance from the 
base. After all, if the earth is moving, and the tower is attached to the 
earth, then the tower must be moving too. Hence the tower will move 
some considerable distance during the time the ball is falling and the 
ball will land at some distance from the tower’s base. The exact distance 
away could be calculated easily enough if we knew the supposed speed 
of the earth along with the time taken by the ball to reach the ground. 
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But, plainly, as soon as one carries out such an experiment, one finds 
by observation that the ball drops vertically and lands at the foot of 
the tower after all. Since the hypothesis that the earth moves leads to a 
prediction which is clearly falsified in experience, the hypothesis must 
be false. The earth does not move.

I suspect that many will be just a trifle puzzled by this argument. 
We know it must be wrong, but, just how… ? At one time people had 
concepts of the earth and relative motion which rendered the “tower 
argument” plausible as a counter to the suggestion that the earth ro-
tates, whereas now we have concepts of the earth and motion which 
render the “tower argument” clearly fallacious. What happened to the 
concepts between the two states? That process is conceptual change.

One reason the example is so engrossing is that our own concepts 
have changed so little that we can understand and appreciate the very 
real intellectual puzzle which the argument generates. We are not sure 
what concepts we should rely upon to refute the argument. Thus, the 
difference between the two cognitive states is highlighted for us. The 
process of moving from the concept of relative motion, in which the 
tower argument is taken as a persuasive reason against the movement 
of the earth, to the concept of relative composite motion, in which 
we can conceive of how the argument is invalid, involves, I think, a 
change of perception. Instead of imagining ourselves on top of the tower 
dropping the ball and then being carried away from the ball by the 
moving tower connected to the earth, we instead imagine ourselves 
out in space looking at the earth, the attached tower, and the ball all 
moving together. Once we attain this new perspective, we see that the 
ball and tower share an angular motion that carries the ball along with 
the tower and makes plausible what we actually observe, namely, the 
vertical fall of the ball to the foot of the tower.

The third example of the phenomenon I am calling conceptual 
change involves the teaching of science, in particular explaining New-
ton’s laws of motion. For all of recorded history people have been 
interested in explaining physical motion and its changes. Why, for 
example, do various projectiles, rocks, arrows, cannonballs, and so 
on, fall to the earth? Now, according to Newton’s first law every body 
continues in its state of rest, or of uniform motion in a straight line, 
unless it is acted on by an external force. We all know that, if we have 
taken even a high school physics course. Yet my colleagues in science 
education tell me that college students studying to become science 
teachers consistently seem not to understand Newton’s law.

When asked, for example, how far a puck will travel on an infinite, 
frictionless air hockey table when hit with a certain force as against being 
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hit with twice the force, almost all will say that the harder the puck is 
hit, the farther it will travel. When asked to explain why, they typically 
talk about the lesser force “wearing out” first, not being as strong, and 
so on. This way of talking is almost a paradigm case of the historical 
concept of impetus. Before Newton, most scientists treated projectile 
motion as due to the forward motion imparted to the projectile by the 
means of projection. That power then “resided” in the projectile and 
was “used up” during the flight of the projectile. Obviously the more 
power or “impetus” given to the projectile, the farther it would travel.

Clearly, not only can a concept of impetus handle projectile motion, 
at least on a gross level, but many contemporary college students who 
“know” the right (Newtonian) concepts still apparently retain large 
doses of the old impetus notion. Again the example is useful because it 
apparently gives a view of both sides of a conceptual change. I suspect 
that many would have to stop and consciously apply the Newtonian 
concepts to avoid falling into the same trap as the prospective science 
teachers. The process of giving up the concept of impetus and replacing 
it with the concept of Newtonian motion in a straight line unless acted 
upon by external forces is an example of what I mean by conceptual 
change, in this case primarily a change in methodology. What needs to 
be explained on the impetus view is how the motion starts and contin-
ues; the falling to earth is natural and requires no explanation. On the 
Newtonian view, what needs to be explained is the falling to earth; for, 
without gravitational attraction, the motion would simply continue. 
Toulmin (1963) calls such a shift a change in the ideals of natural order.

Now it is undoubtedly true that each of these examples has elements 
of all the aspects of conceptual change in it and is not limited to the 
aspect I tried to highlight. Thus, in addition to the obvious change of 
meaning in the concept of combustion, it was probably also necessary 
to adopt new ways of seeing ordinary burning, as well as new methods 
of measuring oxidation. Likewise, in addition to the new perspectives 
required for the tower argument, the meaning of “vertical fall” changed 
as well as the ways of measuring speed and acceleration. Finally, the 
change from impetus to Newtonian motion would be aided by the 
perspective given by the infinite air hockey table as well as by changes 
in meaning of the concepts of motion and change of motion.

One of the obstacles to appreciating the role of conceptual change 
in the development of knowledge is that sometimes earlier concepts are 
distorted in historical accounts to make them appear obvious precur-
sors to current ways of looking at and dealing with the world. This gives 
the impression of a relatively straightforward accumulation of scientific 
knowledge in a building block sort of progress. On the other hand, if 
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the differences between old and new concepts are very large, the earlier 
concepts are sometimes viewed by the history books simply as mistakes 
and clearly not worthy of study. Science textbooks often take one or the 
other of these approaches when they deign to talk about the history of 
science at all. In either case the history of science becomes more or less 
irrelevant to science; under the former view, because current concepts 
would already logically include their precursors; under the latter per-
spective, because the precursors would be logically unconnected with 
current concepts. In any case it is the phenomena that these examples 
illustrate to which I intend to refer when I speak of conceptual change.

3. The Current Status of Views on Conceptual Change

Recently, a number of historians and philosophers of science have 
raised serious doubts about the standard ways of accounting for the 
phenomenon of conceptual change, and about standard views of the 
growth of scientific knowledge (Kuhn, 1970b; Feyerabend, 1970; Han-
son, 1958; Toulmin, 1972; Polanyi, 1962; Suppe, 1974; and Lakatos, 
1970). Perhaps the best-known work in this area is Thomas Kuhn’s 
The Structure of Scientific Revolutions (1970). However, the critical 
introduction to The Structure of Scientific Theories, by Frederick Suppe 
(1974), provides a complete and illuminating picture of the current 
status of discussions on conceptual change and the growth of scientific 
knowledge in philosophy of science. I shall review this material briefly, 
supplementing it in certain areas to show how similar is the current 
predicament in philosophy of science to the predicament I have urged 
exists in trying to solve the Meno dilemma.

Suppe characterizes the “received view” of the structure of scientific 
knowledge as follows: scientific knowledge is to be understood as a 
theory formulated in a special language. This language contains essen-
tially two disjoint kinds of primitive nonlogical terms, the observation 
terms and the theoretical terms. There is associated with this language 
a formal logical calculus of whatever power seems necessary (typically, 
it must be powerful enough to generate mathematics) to enable us to 
express all of the sentences or propositions of the theory.

In this special language the sentences which contain only observation 
terms are given a semantic interpretation. That is, the observation terms 
are associated with directly observable events, things, and relations. 
Thus, a sentence of the language which contains only observational 
terms will be able to be judged true or false by direct observation. At 
the other end of the spectrum, from the set of sentences which contain 
only theoretical terms (e.g., mass, force), a selection is made of those 
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sentences which are to be treated as theoretical postulates or axioms or 
laws (e.g., Newton’s laws). The axioms are usually chosen on a complex 
of grounds; they may be self-evident, fundamental, highly confirmed, 
and so on. Finally, a subset of the sentences containing both theoretical 
and observational terms is postulated as containing the correspondence 
rules of the theory. These correspondence rules link up, as it were, the 
strictly theoretical claims of the theory with the strictly observational 
claims. The theoretical postulates together with the correspondence 
rules thus provide a partial interpretation of the theoretical terms and 
give form to the intuitive demand that a scientific theory be about 
the empirically observable world. The theory proper consists of the 
conjunction of the theoretical postulates and correspondence rules, 
together, of course, with all the logical consequences of these sentences.

This picture of scientific theories has often been called the hypothetico-
deductive model. Certain axioms and correspondence rules are hypoth-
esized which, together with observation sentences expressing observable 
initial conditions, permit the deduction of other observation sentences 
which can then be checked for truth or falsity by direct observation of 
the world. If the predicted observation sentence turns out to be true, the 
theory is to some extent confirmed, although in just what sense is still 
highly controversial. Because theories purport to be universal or at least 
probabilistic, it is difficult to see how one of an infinite number of pos-
sible instances can confirm the theory (Carnap, 1962; Hempel, 1965). 
On the other hand, if the observation sentence turns out to be false on 
direct observation, then the theory is falsified (Popper, 1959), as a single 
instance can falsify a universal generalization. However, as I have already 
pointed out in discussing Feyerabend, just which among the myriad of 
sentences used in the derivation is to be counted as false is indetermi-
nate. So neither confirmation nor falsification is without its problems 
in accounting for the way in which scientific theories can be reasonably 
judged true or false by reference to their empirical consequences.

I turn now to the doctrine of development and change of scientific 
knowledge which seems to be held by most partisans of the received 
view of the structure of scientific theories. Initially a theory is proposed 
and is immediately tested empirically in roughly the manner noted 
above. If it seems reasonably well confirmed, then only something 
like fairly radical advances in the technology of measurement could 
ever later disconfirm or falsify it. And presumably it would then be 
superseded by another theory which fit the refined measurements. 
No account is offered, however, of any connections between the two 
theories in such a situation. That is usually taken to be a matter for the 
psychology of discovery and not the logic of justification.
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A second case in which a later theory has a connection with an 
earlier one is when the earlier theory can be reduced to the later one 
in a fairly rigorous way. Kepler’s laws of planetary motion, which were 
reduced to Newton’s laws of motion, are often cited as an example. In 
this case, however, the original theory was never disconfirmed; it was 
simply seen as a special case of a more inclusive theory and derived 
from the inclusive theory, possibly with the aid of some additional as-
sumptions. The derivability criterion ensures on pain of equivocation 
that there has been no change in concepts in this kind of development 
of scientific knowledge.

The third way in which there can be scientific development in a 
way compatible with the received view is that of the extension of a 
well-confirmed theory to cover a larger scope of phenomena than it 
was originally designed to cover. An example here is the extension of 
classical particle mechanics to rigid body mechanics. This kind of de-
velopment probably comes as close as any to being able to capture at 
least a part of what I have illustrated as conceptual change. It could be 
argued that such an extension involves perceiving new areas as falling 
under the given concepts of the theory and, thus, does not involve some 
conceptual change of the perceptual type. I say “could be argued,” for 
such argument is not typical, and, in any event, theoretical concepts 
are not thereby changed. Rather at most the new area into which the 
theory is being extended will require a change of observational concepts.

Can these three modes of the development of science account for 
the sort of conceptual change noted in my examples? Meanings change 
as one moves from, say, combustion as burning to combustion as 
oxidation, but in the received view these changes appear to be a case 
not of theory reduction or extension, but rather of one theory’s being 
superseded by another. Because the change seems not to have been 
simply the result of better measurement (Butterfield, 1957, pp. 195-
209), the motivation for the change seems quite mysterious. Concerns 
such as the initial plausibility of knowledge variants are simply pushed 
into the context of discovery and left for psychologists. However, such 
a sharp discontinuity is foreign to the actual historical development 
of knowledge. If they do nothing else, Kuhn’s historical examples in 
The Structure of Scientific Revolutions make abundantly clear that the 
picture of the growth and change of scientific concepts painted by the 
received view is historically inaccurate.

To take another example, the historical record clearly indicates that 
at least on occasion there are fundamental changes in the methodologi-
cal principles of any science—what Toulmin called ideals of natural 
order, and which I illustrated by considering the difference between 
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impetus and Newtonian accounts of motion. None of the modes of 
change—disconfirmation as a result of better measurement, reduc-
tion, or extension to new domains—seems capable of handling such 
methodological changes, except perhaps by refusing to handle them by 
banishing them to the psychology of discovery.

Similarly, there is a significant clash between the kind of perceptual 
change countenanced by the received view and the kind of perceptual 
change involved in the example of the tower argument. As already 
remarked, the perceptual change allowed by the former seems at best 
to allow us to see some new area in terms of the concepts of a given 
theory. What the tower argument, on the other hand, seems to require 
is a quite different and new perspective on our basic experience.

Thus, the first kind of criticism that can be leveled against the 
received view is that it is historically inaccurate, a criticism that was 
simply brushed aside by early advocates of the position. What they 
were seeking was not a historically accurate descriptive account but a 
rational reconstruction of science which would exhibit in a perspicu-
ous way the relations between observation and theory and between our 
scientific claims and the rational ground for those claims. In a word, 
the concern was for the justification of knowledge and an exhibition of 
how knowledge could be objective. As long as this goal seemed attain-
able, historical inaccuracies could be ignored as of little philosophical 
consequence. Note, too, that the received view is an empiricist account 
of the growth of conceptual knowledge, sharing with all such attempts 
at grasping the old-knowledge horn of the Meno dilemma the strength 
of taking seriously a reality independent of our knowledge of it and the 
weakness of paying scant attention to conceptual diversity and change.

However, since, as I shall show, there are structural problems with 
the received view as well, brushing aside historical inaccuracy by the 
use of the slogan of rational reconstruction seems much less justified. 
Furthermore, the nature of these problems casts considerable doubt on 
the distinction I have thus far accepted between conceptual knowledge 
and factual knowledge. It will be recalled that I have been assuming 
that if, somehow, we could account for conceptual knowledge, then 
enquiry into knowledge of the empirical world could escape the Meno 
dilemma. Once the hard and fast distinction between conceptual and 
factual knowledge is given up, however, the dilemma once more threat-
ens all of our knowledge. At the same time, I think that blurring this 
distinction will open the way for the kind of historical, evolutionary 
and developmental account of knowledge and enquiry which seems 
to be required to solve the dilemma.
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It is clear that the received view depends on the distinction between 
conceptual knowledge and factual knowledge (or, as some contempo-
rary cognitive psychologists would put it, between our knowledge of 
language and our knowledge of the world). If the empiricist rational 
reconstruction view is to be tenable, it must distinguish the basic 
terms which are immediately known through direct observation from 
the other terms to be defined with the use of the basic terms. The 
antecedently intelligible basic terms required by an old-knowledge 
approach to the Meno dilemma are the received view’s observational 
terms. These observational terms are applied as a result of direct, 
unproblematic observation. The theoretical terms then depend for 
their meaning on the observation terms. In early formulations of the 
received view, the correspondence rules actually were to take the form 
of definitional analyses. This oversimple idea of the connection be-
tween the observational and the theoretical was soon abandoned, but 
the idea that the observational terms were still to provide the ultimate 
source of the meaning of the theoretical terms was retained. Thus the 
ability to distinguish our knowledge of how observational terms are 
related to theoretical terms (conceptual knowledge) is crucial for the 
received view.

It should be pointed out here that we can, in principle, draw the 
distinction between knowledge of concepts and knowledge of facts 
independently of an empiricist interpretation of concepts. Indeed, 
Kant’s famous distinction between analytic and synthetic statements 
does just that. What we do in giving an empiricist interpretation of 
concepts is to specify that the basic antecedently intelligible concepts 
have an empirical source. This in turn means that for an empiricist if 
the analytic-synthetic distinction does not, in general, hold, the obser-
vational-theoretical distinction will likewise fall. Thus we can examine 
the tenability of the analytic-synthetic distinction in the received view 
and in so doing cast some light on the conceptual knowledge-factual 
knowledge distinction.

Kant claimed that a proposition was analytic if the predicate concept 
was contained in the subject concept; all other propositions were syn-
thetic. More recent extensions and elaborations of the notion (Quine, 
1962) define a proposition as analytically true if it is true in virtue of 
its logical form alone or can be reduced to a proposition true in virtue 
of its logical form alone by substituting synonyms for synonyms. Con-
trary to Kant, the new view no longer defines synthetic statements as 
the nonanalytic ones, but rather as those whose truth or falsity can be 
determined by factual information about the world. 
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Quine’s classic paper, “Two Dogmas of Empiricism” (1962), has, 
however, cast considerable doubt on the analytic-synthetic distinction. 
After examining any number of ways of attempting to draw the distinc-
tion, he concludes that they all fail, and for some interesting general 
reasons. In the first place analyticity seems to depend on synonymy 
or vice versa, but both are equally problematic. Furthermore, we can-
not characterize synthetic statements by reducing them to statements 
about immediate sensory experience. In other words, the empiricist 
version of the source of old knowledge cannot be located in sensible 
particulars. Thus the empiricist cannot meet the requirement of speci-
fying nonproblematic, already-existing knowledge which is the basis 
for further enquiry.

Moreover, although there have been attempts to overcome Quine’s 
arguments, such attempts seem not to have actually exhibited the 
requisite distinction between analytic and synthetic statements, or, if 
they have, it has been in a relativized version. That is, within a given 
structural framework we may be able to draw the distinction, but it 
cannot be generalized, and for the purposes of a different structure the 
distinction may get drawn in a different way. In short, the distinction 
is relative to a world view, and world views are distinguished by the 
different human purposes, choices, and activities they embody. Even 
within a given context or world view there may be a number of state-
ments which are neither analytic nor synthetic. It would seem that the 
conceptual knowledge-factual knowledge distinction cannot be drawn 
in a hard and fast way and, therefore, the theoretical-observational term 
distinction is likewise imperiled.

But the theoretical-observational term distinction is directly unten-
able as well. The general reasons are the ones already given in chapter 2: 
the fact that actual attempts to draw it have failed; the Gestaltist point 
that what will even count as observational depends upon a theoretical 
or abstract whole which determines the significance of the parts; and 
the epistemological point concerning the conceptual primacy of the 
abstract. Once again we may be able to draw a relative theoretical-
observational distinction, but that is all (Petrie, 1971a). The relativity 
will be to a given context or reasonably well-defined and accepted set 
of human activities. For example, within Newtonian mechanics the 
observational-theoretical distinction is fairly clear, but it gets drawn 
in quite a different way in quantum mechanics.

Another major difficulty for the received view is its inability to cope 
with the place of iconic models in the growth of knowledge. By iconic 
model, I do not necessarily mean a model which “pictures” the theory 
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in any straightforward way, although I certainly wish to include models 
such as the billiard ball model of Newtonian mechanics. Rather I mean 
by “iconic” a model which is essentially nonlinguistic in any normal sense. 
As opposed to mathematical models, iconic models, or, as Kuhn (1970) 
calls them, exemplary problem solutions, tend to be treated as possibly 
of heuristic value in teaching science or communicating new theories 
but do not figure essentially in the received view’s account of science. 
Rather, the distinction between the psychological context of discovery 
(or in this case, learning) and the logical context of justification is relied 
upon to rule questions of models out of philosophical court.

However, given the difficulties with the analytic-synthetic distinction 
and the theoretical-observational distinction, the discovery-justification 
distinction is probably not sustainable, except perhaps in a relativized 
form, relative once more to given systems of human activity. The 
argument for the epistemological necessity for such models is due to 
Wittgenstein (Petrie, 1971b), and I summarize it briefly here. On pain 
of infinite regress there must be either self-evident rules for interpreting 
a rule, or a way of interpreting the rule which is not itself a rule. That 
is, when we interpret the rules of the formal logical calculus which rep-
resents any scientific theory, we do it in terms of some language in use, 
say, English. As long as we need raise no problems about the language 
in use, all is well. Or if we could reduce that language to unproblematic 
observation statements which could be conclusively verified by direct 
observation, we could put an end to any potential regress. However, 
by now it is clear that such direct observational knowledge is not to 
be had. For certain purposes, and in certain contexts, the language 
in use, i.e., the rules for the application and use of English, can be 
questioned. This is, of course, to be expected on a view which takes 
conceptual change seriously.

Therefore, as Wittgenstein says, there must be a way of interpreting 
a rule which is not itself a rule and which can bring the whole process 
to an end. This way of interpreting the rule is to be found by reference 
to language games as they are played and forms of life as they are lived. 
In other words, the foundation for interpreting any cognitive activ-
ity lies in the models to be found in training and education. We get 
people to behave as we do by having them act in the world—both the 
physical and the social world. The grounding of epistemology is learning! 
This is Wittgenstein’s behaviorism; it is not a reductive behaviorism at 
all, but rather a recognition that it is our purposes and activity in the 
world as well as the brute givenness of the world itself which ground 
our knowledge of the world.
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Kuhn (1974) shows clearly the role of iconic models in the episte-
mology of science. He argues that it is not by means of linguistic rules 
that science attaches its language to nature, but rather by means of 
exemplars, a scientific community’s standard examples. And although 
he admits that added precision may sometimes be obtained by for-
mulating such exemplars in linguistic rules, nevertheless, such a move 
subtly changes the preformulated similarity relations. It is, as he puts it, 
the ability to see resemblances between apparently disparate problems 
which enables the scientist to attach the theory to the world.

Kuhn’s argument is mainly by means of historical examples, but one 
area he discusses is particularly instructive for education. He consid-
ers the age-old pedagogical question of how a science student learns 
to do the problems at the end of the chapter (see also Petrie, 1976b). 
How does the student “apply” the theory he or she has learned in the 
chapter to the problems at the end? How do we account for the com-
mon experience that a student will understand the chapter in the sense 
of being able to derive the formulas, see how the chapter fits with the 
rest of physics, be capable of discussing it with the teacher, and so on, 
but will have not a clue as to how to attack the problems at the end?

The common view of scientific pedagogy seems to be that the stu-
dent needs to learn the (linguistic) rules of application which link the 
theory learned in the chapter with the problems at the end. And, of 
course, this presupposes that the problems at the end are independently 
intelligible and accessible—an analogue of observation terms, if you 
will. And so the educational problem is posed in terms of a search 
for rules of application of theory to practice (correspondence rules). 
Education’s perennial failure to answer the question of how we “ap-
ply” theory to practice while at the same time quite often successfully 
getting students to make just such “applications” suggests that perhaps 
we have misformulated the problem.

Kuhn’s view of scientific pedagogy is that the student does not “apply” 
theory to practice, but rather acquires a nonlinguistic, nonexplicitly rule-
governed way of seeing similarity relations among problems, thus provid-
ing a reformulation of the age-old theory-practice problem. Acquiring a 
stock of exemplars, exemplary problem solutions, is acquiring the ability 
to see the theory in the practice—to see the problems at the end of the 
chapter in the terms provided by the theory of the chapter. The task for 
the theory of education is thus not to provide a list of explicit rules for 
applying theory to practice, but rather to develop ways of transforming 
practice so that it is properly describable in the theoretical terms. In 
just that sense, for example, homework can be seen as giving repeated 
examples of the similarity relations we, as teachers, want the students to 
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pick up; homework forces the students to deal with the examples in the 
theoretical terms. Recall the tower argument. What is needed there is a 
training in perception, not a bunch of rules of application.

Models, or exemplary problem solutions, are, therefore, essential ele-
ments in an account of the growth of scientific knowledge. They provide 
a promising alternative to the discredited notion of direct observation 
as providing the way of attaching theory to the world. Interestingly, 
this role of models, involving as it does the idea of being trained and 
educated into scientific practice, was largely obscured by the received 
view’s insistence on static relations of justification and confirmation. 
It is only when we bring into focus process considerations, as we are 
forced to do in considering educational matters, that the role of models 
becomes increasingly clear.

The educational implication is profound. We can no longer simply 
assume that our students can all observe the same facts, and that all we 
need to do is teach the theories which render those facts understand-
able. The exemplars the student naively brings to a study of motion, say, 
may not be the exemplars that physicists use in their study of motion. 
Educators will have to pay a great deal more attention to perceptual 
learning than has been the case up to now (Petrie, 1974b). Quite liter-
ally, student and teacher may look at the same thing and see different 
things. If this possibility is not recognized and guarded against, obvious 
misunderstandings and failures of the learning process will result.

The point to emphasize is that a system of representation must be 
assumed upon which thought can operate in order for us to be able to 
understand thought at all (Fodor, 1975). We must take into account the 
twin influences on perception of the causal impact of the physical world 
and theories we bring to the task of interpreting the causal impact of 
the world. And, as I have argued, those theories are in turn bound up 
with our human purposes and activities. We do not perceive the physi-
cal light waves impinging on our retinas, or the elastic deformations of 
our bottoms when in contact with chairs, or the oscillations of sound 
waves when we hear. Yet those things are, to the best of our knowledge, 
the sorts of ways the external world does affect us. What we do perceive 
are objects, events, and relations. Thus, quite clearly, we somehow  
represent the actual physical causes in terms of the psychological systems 
we bring to bear on these causal influences. The same is true of our 
behavior. We do not in our representation of action rearrange clouds 
of atoms; we move a chair. Our thought operates on the system which 
represents our activity as “moving a chair” rather than on the system 
which represents what we believe to be the direct physical inputs and 
outputs. In sum, thought is a computational process of some sort 
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requiring a medium in which to perform its computations, namely, a 
representational system.

With the breakdown of both the analytic-synthetic and the theo-
retical-observational term distinctions, and the failure of programs to 
elucidate the notion of direct observation, it follows that representa-
tional systems will be all that we have to go on for purposes of enquiry 
and the acquisition of knowledge. There may be only one reality, but 
it does not seem that people must construct only one representation of 
it, and the choices among the representations people do create must be 
made without comparing these schemes with unrepresented reality, or 
reality “itself.” Like the participants in the Meno dilemma, we too have 
to account for our concepts, fully recognizing the different schemes 
of representation which may be operative among different people at 
different times. Furthermore, it will be the schemes of representation 
themselves, or at least significant chunks of them, that will have to be 
accounted for, justified, modified, and justified again, rather than any 
atomic, separable parts of these schemes.

4. Epistemology Naturalized (Quine, 1969a)

What the foregoing discussion shows is that contemporary problems of 
conceptual change and the growth of scientific theories can be viewed 
as attempts to solve the Meno dilemma. The problems encountered by 
an empiricist philosophy of science are just those that I have shown 
bedevil all old-knowledge approaches to the Meno. The received view 
seems unable to account for the source and acquisition of our concepts 
and for the diversity and change we do find in our concepts. Either the 
diversity seems unmotivated, as in the case of theories wholly supersed-
ing other theories, or else, if continuity is taken into account by means 
of simple theory extension, the historical record seems misrepresented.

Additionally, however, the above considerations have brought out 
two new points relevant to the Meno dilemma. In the first place, it seems 
that conceptual change will have to be understood in a more holistic 
way than has been realized. The breakdown of the analytic-synthetic 
and the observational-theoretical term distinctions, the essential role 
of models and schemes of representation, the connection of theory to 
the world via human activity, all point to the necessity for taking the 
epistemologically significant unit to be much larger than atomic con-
cepts or even atomic sentences. Something the size of a Wittgensteinian 
language game or a Kuhnian paradigm or a conceptual scheme seems 
to be the proper unit. We are going to have to account for and justify 
systems of behavior and belief and systematic changes as well as changes 
in isolated beliefs and actions.
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The other point arising from a consideration of current philosophy 
of science relevant to the Meno dilemma is a methodological one. The 
working hypothesis I have used so far has been that by distinguishing 
enquiry into facts from enquiry into concepts we could localize the 
Meno dilemma in the latter area. That distinction formed the basis 
for separating the work of philosophy from the work of the empirical 
sciences. Thus, although there might be psychological issues concern-
ing the acquisition of concepts and educational issues concerning how 
best to organize schooling to teach concepts, still the major task with 
regard to conceptual knowledge was taken to be philosophical. This was 
because an enquiry into concepts was seen as an enquiry into meaning, 
and meaning is that area marked off by the category of the analytic. 
How the world sorted itself into our concepts was a question for the 
empirical sciences; how those concepts were structured was a question 
for philosophy; and the methods of the two were not to be confused.

But the breakdown of the analytic-synthetic distinction reexposes 
empirical knowledge to the horns of the Meno dilemma. Now with 
a clear methodological conscience we can utilize the resources of sci-
ence to help understand the nature of enquiry and the acquisition of 
knowledge. As Quine (1969a), pp. 75-76 puts it:

If the epistemologist’s goal is validation of the grounds of empirical 
science, he defeats his purpose by using psychology or other empirical 
science in the validation. However, such scruples against circular-
ity have little point once we have stopped dreaming of deducing 
science from observations. If we are out simply to understand the 
link between observation and science, we are well advised to use any 
available information, including that provided by the very science 
whose link with observation we are seeking to understand.

And it is, of course, the failure of the received view in the philosophy 
of science that has made us give up the dream of deducing science from 
observations or otherwise tightly linking them together.

With the aid of the empirical sciences, however, we may be able to 
make a new attack on some of the old Meno problems. We can, for 
example, now give a relativistic definition of observation sentence. 
Quine’s (p. 86-87) will do as an example.

An observation sentence is one on which all speakers of the language 
give the same verdict when given the same concurrent stimulation.

Without undertaking a careful appraisal of the definition, we note that it 
is relative to speakers of a language, and we are now allowed to make the 
determination of who speaks a given language on empirical sociological 
or anthropological grounds, without fear of begging any important ques-
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tions. Likewise, what will count as concurrent stimulation may be derived 
from physiology, or psychology, or even linguistics without raising the 
specter of circularity. At this point we are not trying to understand how 
enquiry in general is possible. We are, to be sure, still concerned with 
the normative adequacy or rationality of the enquiry, but not in a way 
which can be methodologically distinguished from that same concern 
shown by the empirical sciences themselves in their day-to-day opera-
tion. The sphere of rationality can no longer be reserved exclusively for 
philosophy without taking account of the claims of the particular sciences 
to be pursuing rationality as well. Lacking the general account of the 
grounds of knowledge promised by the received view, the sciences must 
be allowed to provide limited grounds of rationality and justification 
within themselves as practiced (Petrie, 1971b).

So a relativized specification of observation terms and sentences 
can be provided. Given an existential commitment to a particular 
paradigm or language game, we can empirically determine what the 
basic elements in that game are by determining what the agreements in 
judgments are among those who play that language game. Recall that 
when we considered the empiricist approach of constructing abstract 
concepts out of concrete particulars, we could not account for the 
abstract concept of similarity on empiricist grounds. There seemed to 
be no way to circumvent the primacy of the abstract. On the current 
view this similarity notion is easily handled. It arises from the similarity 
judgments people make who have been taught a language game. These 
judgments are not simply conventional but depend on the exemplary 
problem solutions around which the language game or paradigm is 
built. The Gestaltist point is vindicated. The language game embodies 
the appropriate notions of similarity in terms of which the basic ele-
ments of the language game are to be identified. Learning the language 
game enables new generations to make these same similarity judgments.

This emphasis on learning basic similarity judgments does not, 
however, justify the “nurture” side of the nature-nurture controversy. 
Nothing in what I have said would rule out innate or common lan-
guage games people might play. Given the kinds of organisms we are 
and having undergone the evolutionary history we have, all of us now 
possess the capacity to make a certain range of similarity judgments. 
These similarity judgments could constitute what we might call innate 
language games. The innate linguistic universals sometimes spoken of 
by transformational linguistics would probably be of this kind. Let us 
suppose that people innately use subject-predicate language; then the 
activities and similarity judgments connected with such language use 
would form the basis for the general structure of language acquisition.
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To continue the example of language learning, although people 
may as a result of evolution innately possess certain kinds of abstract 
linguistic universals which enable them to acquire language, still the 
particular language they acquire seems to depend on the natural lan-
guage community into which they are born. The similarity judgments 
at this level thus seem to be due to a common environment and are 
learned pretty much whether we like it or not. The kinds of activities 
in which the young in a particular language community engage guar-
antee that they will be trained into the common language community.

In addition to innate and common language games, we might dis-
tinguish another level, which might be called “schooled”; here I mean 
those language games intentionally taught whether in formal schools or 
not. An example would be learning to read. The similarity judgments 
necessary to acquire some language or other seem innate; which particu-
lar spoken language is acquired depends on a common environment, 
but probably not much on intentional tuition; however, acquiring the 
reading language game does seem to require teaching of some sort.

This view of the “innateness” of some similarity judgments human 
beings make accords well with the close relationship Quine (1969b) 
has argued exists between the notions of similarity and natural kind. 
As he shows, the two notions are interdefinable, and so we can easily 
see how, given the pervasive and fundamental similarity judgments to 
be found in common and innate language games, people could easily 
have felt that they had discovered natural kinds which reflected the 
basic structure of the world independent of thought. Natural kinds, 
however, must include the contribution of human thought.

I intend no hard and fast distinction among innate, common, and 
schooled language games. No doubt they shade off into one another, and 
how any given language game is classified is probably relative to time, 
place, and background knowledge. Nevertheless, the rough categoriza-
tion is useful for understanding how something like the goal of deducing 
science from observation or at least translating science into observation 
statements could have seemed at all plausible. It is probably the case 
that there really are an incredibly large number of innate and common 
language games that people, being the kinds of organisms that we are 
and living in the kinds of roughly similar ecologies that we do, all play. 
Schooled language games probably vary a good deal more according to 
particular social and individual purposes. We can, I think, understand 
proponents of the received view if we suppose them struck by the fun-
damental and pervasive nature of innate and common language games. 
The ways of behaving and the basic elements associated with the ways 
of behaving in such language games would appear to provide the kind 
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of absolute justification of knowledge which they were seeking. They 
probably also noted the schooled language games and their relatively 
greater diversity and dependence on individual and social purpose and, 
accordingly, discounted the basic elements to be found there as not ca-
pable of supporting knowledge, but only value preferences.

Yet in order to provide the kind of justification which was required, 
one that could stand against any kind of skepticism, the received view 
imputed too fundamental a nature to the basic elements found in com-
mon and innate language games. The elements were seen as indepen-
dent of the language games, as reflecting reality itself, as providing the 
ground-level access to reality about which there could be no question. 
But as I have argued, and as the criticisms of the received view seem to 
have shown, even the basic elements of innate and common language 
games depend on the purposes and activities of people who play them 
in a given kind of world. However, even such basic purposes and such 
basic structural ways of representing the world can change, and so we 
must give up the goal of understanding justification in general in favor 
of the goal of understanding the more specific kinds of justification to 
be found in our actual ways of knowing.

A naturalized epistemology does not try to suspend the results of the 
particular sciences until a general theory of justification is available. 
On the contrary, such an epistemology makes full use of the justifica-
tory practices and results of the particular sciences in its account of 
knowledge and coming to know. In this sense such an epistemology is 
particularly relevant to the educational enterprise where philosophy, 
psychology, political science, history, sociology, and anthropology, to 
name but a few of the relevant sciences, must all be brought to bear 
in order to illuminate the complex issues at stake.

The Meno dilemma poses the fundamental question for educational 
epistemology, namely, How is learning possible? A naturalized episte-
mology provides the structural framework for answering that question.

But the connection between a naturalized epistemology and educa-
tion is even closer than I have just indicated. Once the old-knowledge 
approach of attempting to ground most knowledge with a class of in-
dubitable basic knowledge is given up, the most promising alternative 
is one that uses the process of learning as the fundamental concept of 
epistemology. If education is a process of bringing students to behave 
as we do rather than merely a part of applied epistemology, ways of 
knowing are understandable as the result of education. The processes 
of learning the standard examples and the ways of behaving in any field 
are the processes that bring our theories and representational schemes 
into contact with the world. Education grounds epistemology.
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The same kind of dialectic is often found in educational debates. In 
the educational realm the argument is one of maintaining standards 
versus student choice. On the one hand, we have those who insist that 
if what is taught in our schools is to have any kind of justification at 
all, it must be firmly grounded in the best that is known. And since 
the best that is known is codified in the disciplines, our curriculum 
must teach the disciplines and demand that the standards of the dis-
ciplines be upheld. On the other hand, we have those who decry the 
dehumanizing influence of such schooling and the irrelevance of the 
disciplines for many students, especially those who do not themselves 
become disciplinarians. So it is argued that the student’s interests must 
be made the basis of the curriculum and allowed to guide the choices 
as to what disciplines, if any, should be studied.

“But we teach subjects,” it is claimed. We cannot simply teach. 
There must be a content to what is taught. What is the subject matter 
of education? We admit that teachers must know perhaps a little child 
psychology to help them motivate their students, but their central 
concern must be their subject—mathematics, or physics, or English, 
or history. If teachers know and love their subject, why, then even the 
motivational tricks are probably dispensable. One cannot get and hold 
a job if one cannot read, write, and do arithmetic. One would be less 
than a complete citizen without some appreciation of literature and 
history. All of these things have right ways and wrong ways of going 
about them, and it is the function of the schools to make sure the stu-
dents get them right. To allow the students to define the curriculum 
would at least risk mindless anarchy if not ensure it.

“We teach children,” so the reply comes. Every child is an individual 
human being with very different wants, needs, capacities, fears, and 
desires. Students deserve to be treated as individuals and not as inputs 
to an educational factory called a school. If a particular course of study 
seems good or bad to a child, who are we to impose our wills upon that 
child? The schools must educate, not indoctrinate, and to do that the 
choice of what is to be learned must be freely the students’. Most will 
need to learn to read, but it does not follow that we should utilize our 
idea of materials in order to teach them. What is the good of knowing 
the set theory foundations of mathematics for a clerk who will add 
and subtract on a cash register at work and on a ten dollar calculator 
at home? Education must be meaningful for the student.

Even if we get the protagonists to agree to the fairly obvious compro-
mise that, really, we teach subjects to children, the debate does not end. 
As in the Meno dilemma, each side will try to assimilate the strengths 
of the other position to its own, or will try to avoid dealing with them.
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Thus the partisans of standards may grant that attention must be 
paid to the pedagogical tasks involved with the forms of knowledge. 
They may admit that we have to know about individual children, their 
interests and background knowledge, in order to pursue the goal of 
imparting the forms of knowledge. But they will maintain that it is 
the forms of knowledge which in the end constitute rational mind, 
and that any attempts to substitute an individual’s idiosyncratic beliefs 
about knowledge for the publicly tested forms of knowledge must be 
steadfastly resisted. Such a move would be to give in to subjectivism.

On the other side, proponents of child-centered education may ad-
mit that content must be taught, but they will reject any idea that the 
content must be logically connected to the structures of knowledge as 
represented in the disciplines. They point, for example, to the obvious 
absurdity of teaching science to liberal arts students as if they wanted 
to take a doctoral degree in that area. People can and do think criti-
cally, for example, without knowing formal logic. And that is so even if 
formal logic embodies the “structure” of critical thinking. Once again, 
there may be one underlying reality, but there are numerous ways of 
representing that reality, and they are subject to the pressures of differ-
ent purposes and goals. The individual student’s mode of representing 
reality is what education must be concerned with if it is to avoid the 
immoral indoctrination of free and autonomous human beings.

The dialectic seems clear. It is carried on in almost the same language 
as the one in the philosophy of science. Those who plump for standards 
have the insight that the world cannot be anything we wish it to be. 
Those who defend the autonomy of the individual have the insight 
that our access to reality is indirect and is mediated through schemes 
of representation which are themselves subject to our purposes.

And as in the philosophy of science, we can move the discussion 
ahead by first agreeing that the unit of discourse cannot be atomistic in 
any area of education—instructional objectives, curriculum planning, 
teaching outcomes, pupil knowledge, or whatever. We must look at 
physics as a whole, a given curriculum as a whole, a child’s cognitive 
scheme, an institution’s special mission, and so on. These larger units 
will determine what elements are to be considered. In short, world 
views, language games, paradigms, and conceptual schemes are the 
basic units of intelligibility and not specific behaviors, or facts, or skills. 
If much of what has been thought reasonable and justifiable is context 
dependent and relative to, e.g., forms of knowledge, then for educa-
tional theory an account in terms of a naturalized epistemology must 
be given of the source of these forms of knowledge and of reasonable 
changes in them.
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5. A Contemporary Approach to the Meno Dilemma

D. W. Hamlyn (1978) explicitly refers to Plato’s Meno dilemma as set-
ting the stage for his own discussion of the role of experience in the 
growth of knowledge and understanding. Hamlyn notes that Plato’s 
solution to the dilemma seems to depend on the a priori nature of the 
geometrical example used with the slave boy. If a situation is one in 
which the enquirer simply has to work out the implications of what he 
or she already knows, then a Platonic solution of drawing out logical 
consequences is plausible. On the other hand, Hamlyn claims (p. 7):

Where a person has to acquire through experience knowledge of 
new facts (or facts that are new to him at least) it is not like that at 
all. He cannot in that case apply the knowledge that he already has 
by simply working out its implications or consequences; or rather 
he cannot do this alone.

In such a case, Hamlyn continues:

The experience has to provide him with genuinely new information. 
But my point is that experience cannot do this unless it is somehow 
fitted into an already existing web of understanding and knowledge, 
unless, that is, the experience is significant for the learner.

Thus Hamlyn falls clearly within what I have called old-knowledge 
approaches. The problem for him is not, strictly speaking, how to make 
sense of the Meno dilemma in the abstract, but rather how to account 
for the role that experience plays in an old-knowledge approach. At 
the same time, however, he recognizes many of the problems I claim 
bedevil old-knowledge approaches and believes his account overcomes 
these difficulties. It will be worthwhile to see how well he succeeds in 
this task.

Hamlyn considers the same two classical old-knowledge approaches 
which I have previously discussed, empiricism and rationalism. The 
former he calls genesis without structure. This title captures empiri-
cism’s tendency to try to account for the growth of knowledge through 
experience by means of simply adding up the experiences as they occur, 
spatially and temporally. There is no necessary pattern or structure to 
the growth. It just goes wherever contingent experience happens to 
lead. Basically Hamlyn’s objection to this approach is the same as mine. 
Experience is not simply given in some independent atomic form. 
Rather, experience is always an experience of something as character-
ized by some concept or other, as this kind of thing rather than that. 
Thus Hamlyn adopts the conceptual primacy of the abstract which I 
have also urged.
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In the case of rationalism, or structure without genesis, Hamlyn’s 
objections are again similar to mine. Since experience presupposes 
some knowledge of the concepts in terms of which the experience is 
had, the question arises as to how the process ever gets started. Put 
in another way, if we must already know something in order to learn 
something new from experience, where does this original knowledge 
come from? If we cannot answer this question, we are faced- with a 
vicious infinite regress, with each bit of new knowledge presupposing 
other knowledge, which in its turn presupposes some other knowledge, 
and so on. The resulting picture would not be an adequate account of 
the growth of knowledge and understanding. It would be an account 
of structure without genesis.

At least one form of rationalism, of course, attempts to block the 
regress by postulating innate knowledge at some point in the process. 
Hamlyn, however, objects to innate knowledge because it is implau-
sible that experience plays no role in the growth of understanding. 
Furthermore, rationalism’s required direct access to the basic, innate 
knowledge simply does not occur. Hamlyn argues that knowledge pre-
supposes a concept of truth which in turn can be explicated only with 
reference to the public social criteria of agreement in judgments among 
persons. Clearly this social criterion could not be innate knowledge. 
I shall have more to say about this last argument of Hamlyn’s, but for 
now it is sufficient to note that the general considerations he uses to 
reject empiricism and rationalism are similar to mine.

Hamlyn next considers and rejects Piaget’s account of the growth 
of knowledge, an account Hamlyn labels genesis with structure. I shall 
be discussing Piaget later, and my own positive account, although 
different from Piaget’s in crucial respects, may nevertheless be fairly 
characterized as an account of genesis with structure. I shall, therefore, 
postpone consideration of Hamlyn’s objections to this kind of position 
until I have developed my own account.

The point which needs to be noted now is that Hamlyn’s major 
objection to Piaget is that the normative epistemological condition 
seems to be missing. As Hamlyn puts it (p. 59):

Adding structure to genesis ensures that the growth of knowledge 
and understanding is not simply thought of as contingent on the way 
in which experience falls, as it is with empiricism. Adding genesis 
to structure ensures that knowledge and understanding are at least 
thought of as developing in some sense. The idea of genesis with 
structure, however, does not explain why it is that what develops in 
this way without being subject simply to the vagaries of experience 
is in fact knowledge.
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This is, of course, the same challenge I have posed in distinguishing 
between a descriptive and a normative solution to the Meno dilemma. 
We must give an account not merely of how change in belief is pos-
sible, but also of when we are justified in calling the change of belief 
knowledge.

Hamlyn’s answer to the challenge of saying how what develops 
through experience is knowledge is to bring in the social interaction 
with other people as a conceptual condition for objective knowledge. 
His positive account thus emphasizes that objectivity and knowledge 
are founded in the agreement of human judgments. This is not to say 
that the agreement is what makes something true or known, but only 
that the possibility of agreement is necessary. Furthermore, people learn 
from experience by being “put in the way of ” things by adults and by 
being corrected by those same adults. There is, of course, also a causal 
perceptual condition that must be satisfied. That is, sense experiences, 
a causal result of the world’s impinging on us, are a condition of our 
being able to apply our knowledge to particular cases, in short, of our 
experiencing. A final important feature of Hamlyn’s account is that 
this knowledge we bring to cases can admit of degrees. Indeed, one of 
the functions of experience is to refine our knowledge of concepts so 
that we can make better applications to cases (p. 72).

Now as far as this account goes, I have no serious quarrel with it. 
Indeed, my own account will also make use of many of the same points. 
The problem, as Hamlyn explicitly notes (chap. 7), is how knowledge 
starts if innate knowledge is ruled out, but knowledge is nevertheless 
required to make sense of the notion of experience. Hamlyn’s accep-
tance of this latter condition again shows his position to be an old-
knowledge approach to the problem. He takes on the task of showing 
how knowledge can grow through experience even though knowledge 
is essential to understanding the possibility of experience.

His major ploy is a distinction between learning and coming to 
know, simpliciter. The latter may occur as a result of guesses, insight, or 
inspiration (all left unexplained); whereas learning seems to require that 
the child be aware of coming to know. Hamlyn goes on to say (p. 92):

Any acquisition of knowledge involves the connecting of items of 
which I have spoken. In learning, however, the connection is between 
what one comes to know and what one knows already, so that it 
is right to say what I said earlier: that learning implies knowledge 
which is preexistent in time. There are no such necessary implications 
with coming to know simpliciter, even if coming to know involves 
connecting things; that is to say that in the case of simple coming 
to know there are no temporal implications about the connecting.
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Thus, coming to know, simpliciter, will be a basic process that will 
stop a potential infinite regress of Meno dilemmas.

Hamlyn’s next task is, of course, to try to give an account of how 
this coming to know, simpliciter, occurs. He takes as an example a 
child’s coming to distinguish X and Y. But all Hamlyn does here is 
to say that this does sometimes occur and we are sometimes justified 
in saying that it does occur. Such an account is no account at all and 
simply redescribes the problem. This would be less damaging if the 
distinction between learning and coming to know, simpliciter, were 
more obvious, but, as it is, with no account of insight, guesses, and 
inspirations, we can justifiably wonder if the distinction is not simply 
ad hoc to give Hamlyn something to hang onto.

He does, however, try to meet two possible objections to his account 
of coming to know (pp. 92-93). First, it might be objected that without 
temporally prior knowledge, the child could not be in the appropriate 
social position to have knowledge. Second, it might be objected that a 
child could not distinguish X and Y unless he somehow has the concepts 
of X and Y. Hamlyn’s response to both of these objections is essentially 
to say that the requisite knowledge of the concepts might develop at 
the same time as the ability to discriminate and that this development 
may well be a matter of degree. Thus a full-fledged, temporally prior 
knowledge of the concepts of X and Y need not be presupposed.

This response is, of course, true enough, but it says nothing about 
how the ability to discriminate and knowledge of the concepts could 
develop together. Nor will it do for Hamlyn to push the task of giving 
such an account onto the psychologist, for without at least a sketch of 
how this is possible, Hamlyn’s philosophical distinction between learn-
ing and coming to know looks more and more as if its only justification 
is that it fills a logical gap in his theory. At a minimum Hamlyn owes 
us a more complete account of how coming to know, simpliciter, is 
possible, if this notion is to stop an infinite regress of Meno dilemmas.

Two other points must also be raised. Hamlyn objects to the ten-
dency of empiricism and rationalism, also found in Piaget, to pose 
the problem of knowledge as one in which the individual is conceived 
of as independent of the natural and social world. He believes that 
his own approach recognizes the essential contribution made to the 
growth of knowledge by the fact that a child grows up in a society. For 
Hamlyn adults are always putting the child in the way of things and 
correcting the child’s mistakes, and this reference to the social plays 
the essential epistemological role of grounding objectivity for Hamlyn. 
But it has been the burden of this chapter that no single society can 
claim to embody the canons of objectivity, and Hamlyn is silent on the 



 Conceptual Change 69

social differences and the historical changes that have occurred in our 
conceptions of truth, knowledge, and objectivity. Not only must the 
individual be conceived of in a society, but a given society must also be 
conceived of in the history of societies. In short, Hamlyn’s approach, as 
is characteristic of old-knowledge approaches, does not take conceptual 
change seriously. This was foreshadowed by his dismissing out of hand 
the new-knowledge horn of the Meno dilemma, and is now evident in 
the radical incompleteness of his own account.

Second, Hamlyn urges both against competing accounts and in 
favor of his own account that we must take seriously the possibility 
of agreement in judgments. Again, I agree but claim that Hamlyn 
carries the argument no further than a parochial agreement among 
the members of the society in which the child is brought up. Hamlyn 
is no help at all when the question is, for example, whether and how 
we are to educate members of such socially diverse groups as blacks, 
women, and Hispanics. Nor do I believe that it is open to Hamlyn 
to claim that his account of the necessity of the social is so general as 
to comprehend all different societies. As I have argued and will con-
tinue to argue, there are no transcendental principles of rationality 
immune to the possibility of conceptual change. But this means that 
on philosophical grounds Hamlyn’s account is radically incomplete. It 
is not just a case of needing more work from the psychologists to fill 
in the details. We still need to know how and under what conditions 
the growth of experience, even when we set it into an ongoing social 
structure, deserves to be called knowledge.

6. Criteria for a Solution of the Meno Dilemma

Before I begin my own positive account of how the Meno dilemma 
is to be solved, two points need to be made. First, I think criteria of 
adequacy for a successful solution of the Meno dilemma can now be 
stated. These criteria have emerged from the discussion thus far and 
seem to be of a fairly general nature. Accordingly, whether or not my 
own particular solution is adequate, I believe that any alternative ac-
count must meet these criteria. Second, some particularly promising 
approaches and features have already been brought to light in a pre-
liminary way. These, too, are of a fairly general nature, and although 
I believe they accord with the specific account I shall give, I do not 
think they are equivalent to that account. Once more these “promis-
ing directions” might be divorced from the account I shall give and be 
fruitfully pursued in different ways if that seems desirable.
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The criteria of adequacy for a successful solution to the Meno di-
lemma are the following (I claim neither exhaustiveness nor mutual 
exclusivity for them):*

1. Conceptual diversity: There is a diversity of concepts and conceptual 
schemes across individuals, societies, and cultures at any one time 
and within individuals, societies, and cultures across time. In terms 
of the Meno dilemma: we sometimes do learn or enquire into things 
that are radically new.

2. Conceptual continuity: Despite the diversity of concepts noted 
above, there are also continuities and similarities to be found within 
individuals, societies, and cultures at a time and across time. How 
this can be so must also be accounted for. In terms of the Meno 
dilemma: we sometimes do already know things, but nontrivial 
learning, development, and enquiry is nevertheless possible.

3. Sources of concepts: Given the diversity and continuity of concepts, 
their source becomes an important consideration. In short we must 
understand the processes of both the original acquisition of concepts 
and their change. This is obviously true for educational epistemol-
ogy, but equally true for epistemology in general given the current 
state of affairs in which logical connections among concepts and 
between concepts and the world are not sufficient for an account of 
knowledge. Again concept acquisition and concept change must be 
understood across individuals, societies, and cultures, diachronic-
ally and synchronically, across time and at a time. In terms of the 
Meno dilemma: knowing must be studied as a process.

4. Reasonableness of processes of acquisition and change: All the processes 
of knowledge acquisition and conceptual change must be seen as 
justifiable in a very broad sense. By this I do not mean that the 
justification must guarantee the truth of the outcome, but only 
that a comparative notion of “better than” be applicable. This ad-
equacy has three levels of application: (a) adequate for individuals,  
(b) adequate for institutional and social modes of concept use, i.e., 
adequate for language games as played, (c) adequate for long-range 
historical patterns of learning and enquiry. In terms of the Meno 
dilemma: our learning must be adequate for human life.

* The first two requirements are adaptations of requirements on conceptual 
change to be found in Toulmin (1972). I am greatly indebted to Toulmin’s 
work, and the evolutionary account I shall be offering in chapter 6 owes much 
to him as well as to Donald Campbell. However, I believe the criteria have here 
been generated straightforwardly out of a consideration of the Meno dilemma.
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5. Interaction of world and purpose on representational schemes: Both the 
brute fact of the world and the influences of our choices, purposes, 
and activities on our modes of representation, and, hence, on our 
modes of learning and knowing must be taken into account. In 
terms of the Meno dilemma: we must slip between the horns.

What sort of promising approaches are there, then, for meeting such 
criteria of adequacy? The representational schemes into which con-
cepts enter must be justifiable, and, even more importantly, these 
representational systems are to be changed only for some good, not 
necessarily conclusive, reason. Historically, representational systems 
have changed primarily in order to reflect most adequately the truth 
about the world. Our judgments about truth, i.e., our belief systems 
or theories, are couched in the concepts found in our representational 
schemes. For the received view the nature of those representational 
schemes was taken as relatively unproblematic. It was thought that 
we simply applied the schemes directly to our experience, with the 
basic observational data we had about the world as the result. Truth 
would consist of a correspondence between our beliefs and theories on 
the one hand and our experience given in the terms provided by our 
representational schemes on the other.

This neat picture changed drastically, however, under the impact of 
the arguments against the received view. There is no direct access to the 
world; our representational schemes themselves are intimately bound 
up with our beliefs and theories; and the influence of the world is seen 
to be indirect, affecting the theories and representational schemes as 
a whole. Still we can, I think, make sense of what my colleague Fred 
Will once called a philosophical concern for the truth. That is, we 
can ask how well our cognitive structures as wholes—representational 
schemes, theories, basic concepts and beliefs, methodologies for in-
quiry, and so on—allow us to deal with the world. And we can ask 
how and under what conditions we ought to make adjustments in 
our cognitive structures—how we can be rational. But rationality will 
now be broader than truth seeking. Truth seeking is only one among 
many purposes people have for constructing theories, concepts, and 
representational schemes. Human purposes now must also be seen as 
directly relevant to determining truth conditions. As Toulmin (1972, 
p. x) says: “A man demonstrates his rationality, not by a commitment 
to fixed ideas, stereotyped procedures, or immutable concepts, but by 
the manner in which, and the occasions on which, he changes those 
ideas, procedures and concepts.” 
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There are, it seems, two major kinds of adaptiveness possible—as-
similation and accommodation (Piaget, 1968). Briefly, assimilation 
is changing our experience to fit our conceptual and representational 
schemes, and accommodation is changing our conceptual and repre-
sentational schemes to fit our experience. I shall explicate assimilation 
in the next chapter with the aid of the special science of control sys-
tem theory and accommodation in the chapter following with the aid 
of evolutionary theory. I shall also attempt to make intelligible their 
relations by means of an account of reflective equilibrium, the same 
reflective equilibrium that I believe Socrates was seeking in the Meno. 
Thus, the promising approaches include the following:

1. The units of cognitive and epistemological significance must be 
taken as conceptual schemes, or language games, or paradigms, or 
the like.

2. The world must have an editing effect on our representational and 
conceptual schemes though we have no direct way of knowing the 
world.

3. A place must be found for the influence of human activity and 
purposes in shaping our conceptual schemes even at the level of 
determining truth conditions.

4. Reasonableness and rationality should be conceived as a general 
kind of adaptiveness. This adaptiveness must include assimilation, 
accommodation, and a reflective equilibrium between them.
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1. Assimilation and the Old-Knowledge Horn

The program that I sketched at the end of the previous chapter for 
solving the Meno dilemma makes central use of the idea of adaptive-
ness conceived of as a reflective equilibrium between assimilation and 
accommodation, thereby slipping between the horns of the dilemma. 
Assimilation is that portion of a general theory of adaptiveness most 
closely connected to the old-knowledge horn of the Meno dilemma and 
will be examined in some detail in this chapter with reference to results 
in control system theory. Recall that the basic epistemological unit is 
something on the order of conceptual schemes, cognitive structures, 
Wittgensteinian language games, or Kuhnian paradigms. These enti-
ties are what old knowledge consists of, and it is in terms of them that 
experience is assimilated. When accommodation or the acquisition of 
radically new knowledge is in question, it will be these holistic sorts 
of structures which will be considered to change.

A word or two needs to be said here about the concept of “experi-
ence.” By “experience” I intend the full-blooded concept of perceiv-
ing, acting, and thinking about our lives, the sense contained in “His 
experiences as a nurse were quite interesting,” “Experience is the best 
teacher,” and “She is an experienced administrator.” I do not refer to 
what philosophers sometimes call the immediate sensory given. When 
I say that assimilation is varying our experience to fit our conceptual 
schemes, I am claiming that in assimilation we are experiencing with 
or by means of our conceptual schemes. Likewise, when I say that ac-
commodation is varying our conceptual schemes to fit our experience, 
I am claiming that our modes of experiencing are changing in response 
to inadequacies in earlier modes of experiencing.

The task for this chapter is to explain how experiencing with our 
conceptual schemes occurs. I need to account for how stable conceptual 
structures impose a similarity and continuity on the diversity of sensory 
stimulation and behavioral activity actually observed. To say no more 
than that conceptual systems do impose such unity and continuity is to 
give no explanation at all. There are wildly diverse physical stimulations 
that count as the same perception, and wildly diverse physical behaviors 

Assimilation5 



74 Chapter Five

that count as action, psychologically (Fodor, 1975). For example, we 
can perceive an acquaintance full on or from the side or back, in good 
light or poor, fleetingly or for a period of time, in various stages and 
kinds of dress, through a camera lens, behind a frosted glass door, in a 
photograph or painting, and so on. The variety of physical events that 
is thus subsumed under seeing the acquaintance is probably indefinite. 
How is such diversity assimilated under a single psychological concept? 
Or take actions. I can go to my office in an indefinite number of ways. 
I can walk (even walk backwards, or sideways, or crawl on my hands 
and knees), ride by bicycle, drive my car, take a bus; go by this route 
or that, travel fast or slow, stop to do an errand, and so on. Again the 
physical movements which can constitute my going to my office seem 
absolutely unlimited. How is such diversity assimilated under a single 
psychological concept?

There is also the question of how to account for minor variants 
within a given conceptual scheme. On the received view minor variants 
are handled by suggesting that we change our beliefs while holding our 
conceptual structures constant. On the current view, no such distinc-
tion can be made; concepts and beliefs change in more integrated ways, 
and so minor variations of concepts must be accounted for as well. An 
example is the child who has just learned the concept of “dog” and can 
distinguish dogs from cats, rabbits, and the like, and is then confronted 
with Aunt Louise’s lovely Staffordshire porcelain dog. The concept of 
“dog” and associated beliefs will have to shift slightly, but not radically. 
How does the child assimilate this experience to the concept of “dog”?

Finally, the criterion of reasonableness must be met by an assimila-
tive approach to the old-knowledge horn. That is, assimilation must 
be displayed as adaptively adequate for individuals. This involves 
showing how routine human action can be seen as reasonable, at least 
from the agent’s point of view. To put it another way, this is one of the 
important points at which individual purposes and activities enter into 
and affect our representational schemes. There are also actions falling 
under institutionalized or social categories of reasonableness. Going 
for a walk is an individual activity. Walking in formation with a band 
in a parade involves social norms of reasonableness. General canons of 
rationality I leave for consideration in the next chapter.

Three of the criteria of adequacy I listed at the end of the previous 
chapter are, therefore, relevant to a consideration of assimilation as a 
way of grasping the old-knowledge horn of the Meno dilemma. These 
are, first, conceptual continuity, or seeing the unity in the diversity 
of physical stimulation and behavior; second, sources of concepts, or 
accounting for minor variations in conceptual schemes; and, third, 
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reasonableness, or accounting for human purposes and action as indi-
vidually and socially adequate. And all this must be done in the context 
of the interaction of purposes, action, and the indirect causal influence 
of the world on our representational and conceptual schemes. To put the 
point somewhat differently, assimilation is the generic concept I shall use 
for the “fine tuning” of a conceptual apparatus; accommodation is the 
generic concept I shall use for radical changes in a conceptual apparatus.

2. Rules, Rules, and Rules in Psychology

An interesting thing happens once attention is shifted to conceptual 
schemes as the focus of epistemological scrutiny. Prior to such a shift 
the grounding of knowledge was taken to be primarily a matter of 
finding the right basic particles, whether abstract forms or atomic sense 
data. After the shift the grounding of knowledge becomes a matter of 
finding out methods by which knowledge is obtained and organized. 
The shift is from what we know to how we know. Accompanying this 
shift from substance to method is a shift of interest from the nature 
of basic knowledge to the procedures and methodologies for acquir-
ing it. To put the point in terms of Wittgensteinian language games, 
if we give up searching for the essence of any given term, we are left 
with looking at the ways in which it is used. And it takes but a mo-
ment’s more reflection to note that these uses cannot be arbitrary and 
random, but rather must be regular and consistent for us to extract 
anything knowable from a study of meaning as use. And so the stage 
is set for the emergence of the concepts of “rule” and “rule following” 
as the central concerns of an epistemology that takes something like a 
conceptual scheme as the basic unit of concern. It is by reference to the 
rules of the conceptual scheme or language game that such approaches 
attempt to account for the reasonableness of experience, perception, 
belief, and activity in accordance with the scheme.

What I want to do in this section is to sketch three illustrations from 
contemporary psychology of the ubiquitous use of concepts like rules 
and norms, whether explicit or not. Rules, rule-following behavior, 
rule-guided behavior, rule-conforming behavior, rule-governed behav-
ior, the application of rules, obeying a rule, tacit rules, and probably 
dozens of other variations are ideas central to explaining behavior. If I 
can give an account of how our ordinary action, thought, and behavior 
are norm regarding in this sense, I will have shown how assimilation as 
a part of a general theory of adaptiveness deals with the old-knowledge 
horn of the Meno dilemma. The cases I shall discuss come from psy-
cholinguistics, social psychology, and artificial intelligence.
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It should take no great amount of argument to show the central 
importance of the concept of rules for psycholinguistics. George A. 
Miller (1970) wrote a fascinating essay entitled, “Four Philosophical 
Problems of Psycholinguistics.” One of the problems he identified had 
to do with the nature of rules. There seem to be two main problems 
for Miller with regard to rules in psycholinguistics. Although loath to 
give up the theory of habit as a potential explanation for rule-governed 
behavior, Miller (p. 190) cites cases which “impress one intuitively with 
the huge gap between the simplest habits and the most complex systems 
of rules, yet the precise nature of this gap is difficult to characterize.” 
That is, he cannot see how simple models of habit could possibly be 
deployed to account for complex systems of rule-governed behavior, 
but he can conceive of no other alternative. Second, Miller cites  
(p. 191) the familiar assertion by many linguists that “when a person 
knows a language, in the sense that his own utterances exhibit these 
observed regularities, there must be some sense in which he knows 
the rules of the language.” The problem, well known, of course, is to 
say just what that sense is in which the person knows the rules of the 
language, for it is certainly not the case that the person can formulate 
the rules explicitly. Or, as Chomsky (1969, p. 23) puts it,

The person who has acquired knowledge of a language has internal-
ized a system of rules that relate sound and meaning in a particular 
way. The linguist constructing a grammar of a language is in effect 
proposing a hypothesis concerning this internalized system. The 
linguist’s hypothesis, if presented with sufficient explicitness and 
precision, will have certain empirical consequences with regard 
to the form of utterances and their interpretations by the native 
speaker. Evidently, knowledge of language—the internalized system 
of rules—is only one of the many factors that determine how an 
utterance will be used or understood in a particular situation.

Here knowledge of a language is explicitly identified with an internal-
ized system of rules—a philosophical grammar as it later turns out to be. 
This grammar is not a set of prescriptions about how people ought to 
speak, but part of an explanatory theory of how they can comprehend a 
natural language. And such a theory of competence is also an essential 
part of a larger theory of actual linguistic performance. It is a system of 
rules because, as Chomsky (1959) and others have argued so forcefully, 
a system of associations is inadequate to account for a native speaker’s 
ability to produce and comprehend novel utterances. Furthermore, the 
whole notion of a deep grammatical structure as a system of rules which 
underlies our utterances clearly reflects the requirement of seeing the 
similarity in all the diverse actual speech acts we produce.
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My second illustration comes from social psychology (Goffman, 
1971; Levi-Strauss, 1966; Harré, 1974). In this area the idea of rule-
following behavior seems to constitute the very meaning of “the social.” 
A familiar example will help. Writing a check to pay a bill is sometimes 
cited as a paradigm case in which the rules and institutions surround-
ing the transaction provide its (social) meaning. In the absence of the 
rules of banking, the economic norms of buying and selling, the law of 
contracts, and so on, writing numbers and names on a piece of paper 
simply does not have the significance of paying a bill. Indeed, even so 
simple a problem as how marks on a paper can constitute a signature 
requires a whole host of social rules as an explanatory context. In short, 
many, if not all, pieces of behavior are constituted as (social) actions 
in virtue of their conformity to certain social rules. And these rules 
provide the “appropriate” level of description for what is going on. 
That is, the description “paying a bill” unifies a whole host of dispa-
rate physical actions from signing checks, to making one’s “mark,” to 
making impressions with bits of plastic (credit cards), to passing paper 
and metal between people, and so on.

Beyond such constitutive rules, however, there are also strategic 
rules and rules of etiquette governing our social transactions. Although 
it is not always legal, people sometimes write checks “on the float.” 
That is, they write a check in time to meet the deadline for paying a 
bill knowing that by the time the check clears their account, funds 
will have been deposited to cover it. This can be a useful strategy for 
avoiding finance charges. Further examples of etiquette and strategy 
rules could be given. “Write the stub of the check first.” “One ought 
to begin the written description of the amount (as opposed to the nu-
merical description) at the far left of the appropriate line.” And so on.

Such social rules, unlike the linguistic rules involved in learning to 
speak a first language, are often taught explicitly. However, many are 
not, and it is not obvious that all need to be. Sometimes people can 
catch on to such rules. And in any event, it is even less clear that, once 
learned, these rules need be consciously applied to new situations. How, 
then, do such rules control and account for social behavior? Could we, 
perhaps, reduce the rules to some complex “habit theory”? Or is the 
level of description and explanation provided by social rules sui generis?

The last example of the centrality of the concept of rule comes from 
work in cognitive psychology, especially work with attempts to simulate 
human cognitive processes on a computer (Anderson and Bower, 1973). 
In such cases the rules being followed are the rules embodied in the 
computer program. To the extent that the program actually simulates 
human cognitive processes, these program rules are presumed to have 
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their counterparts in the human mind. Once again, the concept of a 
rule, and following a rule, is crucial. To cite just one example, the in-
put into Anderson and Bower’s “human associative memory” (HAM) 
is in the nature of tree diagrams generated by linguistic or perceptual 
parsers which follow rules for transforming ordinary stimulus elements 
into the trees.

In the case of computer simulation we speak fairly comfortably about 
an explicit following of rules. In some sense, the computer applies the 
rules in the program in the course of its operation—much as the begin-
ning logic student applies the rules of proof in constructing derivations. 
But even here there is the problem of identifying the “appropriate” situa-
tion in which to apply the rule. This problem is masked to a large extent 
in computer simulations by the fact that the inputs to the program are 
guaranteed to be perceptually appropriate. The relative simplicity and 
explicit nature of well-formed formulas are easy to simulate on a com-
puter. Human perceptual systems have a much harder time of it because 
part of the learning task for humans is to come to recognize when the 
circumstances are “the same” so that the appropriate rule can be applied 
(Petrie, 1974a). I have already discussed this problem in the preceding 
chapter when I urged that cognitive structures are to be attached to 
the world through exemplars rather than through “applying” theory to 
practice. As Green (1967, p. 204) puts it, “To learn a principle [rule] is 
not, therefore, simply to develop a disposition to do the same thing in 
similar circumstances, but to learn what counts as ‘doing the same thing’ 
or what constitutes ‘similar circumstances.’” (See also Wittgenstein, 
1968). How, for example, do we differentiate a situation which calls 
for tact from one which calls for forthrightness? Once again, disparate 
physical situations are unified by an appropriate rule.

3. Rules and Rules in Philosophy

In this section I want to sketch two more examples of the central 
position of the concept of rules in human thought. The first has to 
do with accounts of human action. Psychologists, on the whole, view 
rules as part of a causal-explanatory framework. Many of a behaviorist 
persuasion would like to reduce rules to habits and colorless movements 
in response to stimuli. Others who are wary of such a reduction still 
believe that rules and the apprehension of them play straightforward 
causal roles in accounts of human behavior. Philosophers, on the 
other hand, tend to emphasize the justificatory and normative aspects 
of rules. What impresses philosophers is the fact that rule-following 
or rule-guided behavior can be assessed as more or less appropriate, 
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more or less reasonable, and so on. Indeed, they are so taken with this 
aspect that many philosophers argue that an explanation of human ac-
tion is of a fundamentally different sort from that sought by much of 
contemporary psychology (Meldon, 1961; Peters, 1960; Ryle, 1949). 
Such philosophers admit that in cases of breakdowns in normal human 
action, compulsive activities, and mere reflex behavior, causal explana-
tions of the type sought by psychologists may be appropriate, but not 
for full-blooded human actions.

Thus Peters (1960, chap. 1) argues that the basic model for under-
standing ordinary human action is a purposive rule-following one. 
That is, there are social norms, customs, and rules that constitute the 
appropriate description of actions falling under these norms. Not only 
does a reference to norms constitute the appropriate description of some 
piece of behavior as an action, but that very classification also serves, 
in the ordinary case, as an explanation of the action. One explains 
an action by setting it in the context of such normative expectations 
and rules. No further, causal, explanation is appropriate in such a 
rule-governed context. “Why did he cross the street?” “To get some 
tobacco,” “To catch his bus,” and even “To get to the other side”: all 
explain by putting the action into a purposive rule-following context. 
The particular parts of the context which are deemed relevant may 
vary from occasion to occasion, but essentially the action is explained 
by reference to the norms in their role as standards of assessment, jus-
tification, and reasonableness. Explanation of actions is on this view 
to be given in terms of reasons rather than causes.

Peters admits that causal language is appropriate for compulsion, 
and also, perhaps, for breakdowns in ordinary routines, but not for 
reasons. Another kind of explanation which bears at least a family re-
semblance to the rule-following model of explanation is explanation by 
reference to motives. Motive explanation, according to Peters, involves 
three characteristics. First, its propriety is properly assessable by refer-
ence to the norms of reason. This is because we ask for motives when 
the action does not fall under our ordinary norms and expectations, 
i.e., when there is a question as to its appropriateness. Second, motive 
explanations are of directed behavior. We assume that a goal or norm 
is operative; the goal is initially puzzling to us, however, so we ask for 
the motive and then assess it as worthy or not. Third, motive explana-
tions must give the reason for the action. We do not attribute motives 
to people if we do not believe the motives were really operative. Once 
again the philosopher’s concern with motive explanations is with the 
underlying rules and norms in their role of providing standards of as-
sessment, and not with the potential causal role of the motive. 
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All human action that fits into the purposive, rule-following model 
is, for that very reason, subject at a basic level to assessment as more 
or less intelligent, more or less suited to the end. At this level, even an 
animal’s behavior can be seen as intelligent or not. It is instructive to 
note the kind of language typically used to describe the intelligence of 
human action. Peters (1960, pp. 23, 46), for example, says: “It really 
was a goal in the sense that our movements flowed towards it in an 
unimpeded and co-ordinated manner.… And anything is called a goal 
if we can see that behavior varies concomitantly with changes in the 
situation which we call the goal in the conditions necessary to attain it.”

Note the ease with which concepts like adaptiveness are used in 
describing the flowing result of intelligence as it constantly adjusts 
action to changes in situation and goal. How could causal explanation 
ever account for such delicate fine tuning of behavior? How could a 
reference to the norm-regarding nature of rules ever do more than 
redescribe such delicate adjustments? Once more the reference to a 
rule and rule following enables us to see diverse patterns of behavior 
as essentially unified in virtue of their regard for the rule.

Yet the psychologists’ concern with the mechanisms of production 
of intelligent behavior does not seem obviously out of place. Can we 
really do no better in explaining action than see the purposes and rules 
it follows? Why can we not ask how those rules operate? Thus the mini-
mally norm-regarding nature of human action situates it neatly on the 
borderline between obviously empirical explanations in terms of produc-
tion and effect, and obviously philosophical assessment by norms and 
reasons. And the concept of “rule” is precisely the crucial bridge idea.

My second example of a philosophical concern for rules involves the 
“norms of reasons.” Peters (1974a, pp. 147-48) says: “Human beliefs 
and behavior cannot be made intelligible without the basic postulate 
of the rationality of man. But this, in its turn, can only be made in-
telligible if we write into rationality the responsiveness to normative 
demands.” That is, above the level of the norm-regarding nature of 
ordinary human action—its intelligent character, so to speak—is the 
level of reason and rationality. Norms are necessary to constitute hu-
man action as intelligible, goal directed, purposive, and rule follow-
ing. The norms are implicit in the basic level of description of action 
as action. But once we know what a person did, and even why it was 
done, we may still ask if the action was reasonable. And in answering 
that question, we have recourse to the norms of reason.

What are the norms of reason? Peters (1974a, p. 127) characterizes 
them in fairly general terms as “the normative demands of consistency, 
relevance, impartiality, and the search for grounds for belief and decision.”  



 Assimilation 81

These general norms require subsidiary ones such as clarity of expression 
and honesty in checking assumptions, evidence, and reasoning. Once 
more we see the philosopher’s predominant concern for assessment and 
justification. But even here, we can make sense of a psychologist’s con-
cerns for whether or not and in what way these very high-level norms 
are ever operative in human behavior. Are people guided by a concern 
for consistency? Under what conditions? And while it may be the case 
that the psychologist will be unable even to formulate such questions 
unless the nature of a concern for consistency is presupposed, it still 
seems sensible to ask why people ever do have a regard for consistency.

Peters (1974a, p. 143) suggests that we can go no further at this 
point than ascribing to persons two basic but related dispositions to 
respond to experience—assimilation and accommodation. We do tend 
to impose a conceptual scheme on our experience to the extent that 
we can, and we do modify that conceptual scheme when necessary in 
the light of recalcitrant experience. These processes embody for Peters 
the basic norms of assessment.

But there is a crucial ambiguity lurking in such a characterization 
of the norms of reason as basic and beyond question. Peters may mean 
that human beings possess what I have called a philosophical concern 
for truth, a very general concern for how well our cognitive schemes 
as wholes allow us to deal with the world both in thought and in deed. 
But as I have developed the idea of a philosophical concern for the 
truth, it depends upon a naturalized epistemology which gives full rein 
to the possibility that results in the empirical sciences may supply us 
with at least part of the response to our concern for truth. This em-
phasis on a naturalized epistemology was motivated by the failure of 
the philosophical attempts to provide general, presuppositionless, or 
self-evident accounts of knowledge, learning, and rationality. We have 
only the actual historical processes, both empirical and philosophical, 
of persons dealing with the world via the representational schemes 
constructed in response to human purpose and the editing effects of 
the world. If this is the sense in which Peters views assimilation and 
accommodation as basic to the development of reason, then I have 
no quarrel, but likewise there seems to be every reason to supplement 
Peters’ story with a naturalistic account of how these processes arose, 
under what conditions they change, and how we shift between assimi-
lation and accommodation.

But Peters objects to such a naturalistic account of the norms of 
reason, and on precisely the grounds that such an account cannot 
properly make intelligible the rules and rule following which are  
centrally involved. For this reason, it does not seem that Peters intends 
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his norms of reason to be construed as another way of talking about 
what I have called the philosophical concern for the truth. Rather, 
he must be interpreted as attempting to provide a general account of 
rationality after all—an account that is prior to and presupposed by 
the special sciences. In short, Peters is attempting to grasp the old-
knowledge horn of the Meno dilemma, not by identifying basic ele-
ments we already know, but in a neo-Kantian way by attempting to 
find methodological norms and procedures, the norms of reason, that 
will guarantee the objectivity and rationality of the representational 
schemes and cognitive structures we develop.

In any event, the centrality of the concepts of rules and norm-
regarding behavior is apparent even at the level of norms of reason. 
And at this level too there is the critical tension between, on the one 
hand, the concern for the causal or “operative” role of rules as they 
figure in explanations of human behavior, and, on the other hand, 
the concern for the assessment or “normative” role of rules as they 
figure in justifications of human behavior. Once more we can see the 
unifying effect that a reference to rules has in classifying otherwise 
very diverse phenomena of testing, asserting, questioning, denying, 
inferring, and the like as part of the development of reason—or, as I 
would put it, our adaptive dealing with the world. From the implicit 
rules of transformational linguistics, to the constitutive rules of socially 
defined action, to the explicit rules of computer simulation of thought, 
to the purposive rule-following model of human action, clear up to 
the guiding norms of reason, the concept of a rule, in both operative 
and assessment modes, is crucial.

4. A rule is a rule is a rule is a…

One of the common distinctions often drawn between different kinds of 
rules is that between descriptive and prescriptive rules—between rules 
which describe or explain linguistic or social behavior as it is empirically 
observed, and rules which prescribe correct grammar or social behavior. 
In one sense, the descriptive-prescriptive distinction is similar to the 
operative-assessment concerns which I have been using to distinguish 
psychologists’ and philosophers’ concerns with rules. And, of course, 
in that sense the distinction is a perfectly valid one. Psychology is, and 
ought to be, concerned with the descriptive sense, and philosophers 
with the prescriptive sense, of rules. At the same time, however, I believe 
that this distinction has also been one of the most pernicious influences 
hindering a proper recognition of the unique function of descriptive 
rules as part of an explanatory model. The problem is that once the 
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prescriptive variety of rules has been noted, it becomes nearly impossible 
to see that descriptive rules still have a fundamental norm-regarding 
feature. If rules are normative, it is mistakenly thought they must be 
prescriptive. Once the norm-regarding nature of descriptive rules is 
overlooked, the temptation for psychologists to assimilate descriptive 
rules to empirical generalizations, and to habits in particular, becomes 
virtually irresistible; and since prescriptions belong in the realm of as-
sessment, philosophy fastens on prescriptive rules, and the temptation 
to deny a causal explanatory role to rules also becomes irresistible.

Let me illustrate in my examples the operation of this essential norm-
regarding feature of descriptive rules. Within a theory of linguistic 
competence, we do not count a nongrammatical or anomalous piece 
of verbal behavior—such as “the is of when”—as contrary to some 
psychological generalization as to what linguistic strings will or will not 
occur, but, rather, depending on how far the behavior strays from the 
norm, we may not even count it as a piece of language. The example 
above does not meet the minimal conditions for being a meaning-
ful utterance, and thus the rules of language legislate what counts as 
appropriate linguistic behavior. This legislation is not on the level of 
linguistic etiquette or even linguistic strategy—that kind of legislation 
might be construed as a prescriptive rule. Rather the legislation is on 
the constitutive level of what counts as meaningful discourse. These 
rules are what enable us to decide whether very different physical 
phenomena such as sound waves, marks on paper, and typing are or 
are not linguistic behavior.

With respect to social systems what constitutes writing a check is 
defined by reference to the rules, the norms, for classifying any piece 
of behavior as that of writing a check. Once again at the descriptive 
level, behavior must be appropriate in order to be judged as the writ-
ing of a check, and once more, some deviations are allowed, but when 
they become too large, the deviation is “ruled” out.

Even in the case of the computer simulation the rules of the pro-
gram, as opposed to the physics of the hardware, are norm regarding 
in the sense I am discussing. The input to the linguistic parser must 
be judged to be signal as opposed to noise, to be a linguistic string 
as opposed to something else. As I have mentioned, this requirement 
is not always obvious since computer programs generally ignore the 
perception problem by designing the inputs to be automatically per-
ceptually significant. Yet significant they must be.

Philosophers recognize the essentially norm-regarding nature of de-
scriptive rules in that such norms are precisely what is stressed in, for 
example, the purposive rule-following model of human action. Yet, 
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they are seduced in the opposite direction into trying to assimilate the 
norms to contexts of assessment. However, it is on the constitutive level 
of description that the norm-regarding character of human action must 
be emphasized and not (necessarily) on the prescriptive level. Norms at 
the descriptive level provide us with conceptual tools for classifying very 
diverse physical behavior as the same. The question is, how is that possible?

Once the sense in which even descriptive rules are norm regard-
ing in being constitutive of certain kinds of meaningful behavior is 
recognized, an explicit-implicit distinction between kinds of rules is 
often invoked. That is, there is the temptation to reserve the notion of 
a rule for those cases in which the rules are explicitly formulated. Typi-
cal models here include the constitutive rules of chess and the explicit 
rules of logical deduction. The movement of a chess piece that does 
not accord explicitly with the rules fails to count as a move in chess. A 
step in a proof that is not in accordance with the rules is not a part of 
the proof. There is, of course, a border area of wrong or illegal moves, 
but these shade off into not being moves at all.

Much educational practice seems to subscribe implicitly to the view 
that for activity to be rule governed, the rules must be explicit. It then 
becomes natural to insist that if certain actions are constituted by ex-
plicit rules and we want people to engage in that kind of behavior, we 
must teach them the explicit rules. But it is surely a mistake to suppose 
that this is what we must do. People reasoned correctly and evaluated 
their reasoning long before Aristotle began to make the rules of logic 
explicit, and even now that such rules have been made explicit, it is not 
at all clear that a course in formal logic will help us reason any better. It 
is a prejudice to suppose that we must consciously apply explicit rules 
in order to reason correctly. Not even logicians do that. The point is 
that perfectly proper judgments of good and bad reasoning are often 
made without appeal to explicit rules.

But at the same time normative judgments are unintelligible without 
presupposing rules or principles. A piece of reasoning is good or bad 
because it does or does not come up to the standard, the criterion, of 
good reasoning. We must somehow know what we are doing. But in 
such cases where the norm is implicit and not even consciously held, 
what is the criterion for the operation of rules? We must look at the 
attitude taken toward the behavior manifested in situations that would 
be violations of the supposedly implicit norm. For rules to be oper-
ating in such situations such behavior must in some way be judged 
as “incorrect”—as violations of the norm. The idea of correcting the 
behavior in the direction of the norm must be applicable even in cases 
of implicit norms.
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It might, nevertheless, be objected that rules are rigid, formal, ex-
plicit, and consciously followed, and that norm-regarding behavior 
which is not of this nature must be called something else. It may be 
that in ordinary use the term “rule” does have such a narrow range 
of application. However, I am trying to call attention to some crucial 
and important similarities between a narrow notion of rule-governed 
behavior and a broader notion of norm-regarding behavior. These 
similarities are, I believe, so important that the narrow notion of rule-
governed behavior deserves to be broadened to encompass all cases of 
norm-regarding behavior (Polanyi, 1966; Haynes, 1977).

In a slightly different manner, Max Black (1967) demonstrates a 
continuum of uses of the concept of rule. At one end is what he calls 
rule-invoking behavior, which is characterized by a fairly explicit atten-
tion to explicit rules, e.g., filling out an income tax return or following 
a recipe. Next, rule-accepting behavior occurs when the agent is not 
explicitly applying a rule, but would immediately accept an adequate 
formulation if one were offered, e.g., the experienced cook who makes 
a hollandaise sauce without consulting the recipe. Then, there are cases 
of rule-guided behavior in which the routines involved in the rule, 
even in the rule-accepting sense, merge into a new unitary perception 
of the situation. Good examples here are seeing where the knight can 
move in chess instead of working it out, and, even more impressively, 
seeing that one is, for example, “strong in the center.” This kind of 
behavior is essential for becoming really expert in a field. Finally there 
is rule-covered behavior in which a rule may be formulatable by some 
appropriately placed outsider, but does not in any obvious sense have to 
be accepted or invoked or even guide one’s behavior as those terms have 
already been defined. The example Black uses here is of the complex 
rules of physics which describe how we keep our balance on a bicycle.

The order of pedagogy, however, need not follow the order of how 
explicitly rules are held. Black suggests that often we must train or 
even condition people into much rule-covered behavior, e.g., learning 
to ride a bicycle, or forming a purl stitch in knitting. Then we might 
put such basic skills to use in more complex rule-invoking activities. 
As the student gets better he or she internalizes such routines into 
rule-accepting behavior and ultimately may become expert in seeing 
the situation whole—rule-guided behavior.

Black makes a sharp distinction between rule-covered behavior and 
the other kinds of rule-governed behavior on the basis of the possibility 
of providing a linguistic formulation of the rules in all but the rule-
covered case. This formulation is primarily to enable Black to speak 
of all but rule-covered behavior as more or less adequate, more or less 
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reasonable. Thus he reflects the philosopher’s pull to assessment in all 
but rule-covered behavior. Rule-covered behavior, on the other hand, 
is held by Black to be primarily of psychological interest. Yet even in 
the rule-covered case Black is constrained to use the notion of rule to 
gather together and make intelligible the diverse physical behaviors that 
fall under even so simple a description as riding a bicycle. Furthermore, 
we can assess skill in riding a bicycle without knowing the underlying 
principles of physics. Our ordinary perception of these complicated 
physical activities is called, simply, “riding a bicycle.” It is because the 
notion of a rule enables us to group together such diverse physical 
activities that I am urging an expansion of the concept of rule into the 
broader area of norm-regarding behavior.

Let me offer one last indirect argument for a broadened conception 
of rules. Explicit rules can be and sometimes are changed. Why? Con-
sider the arguments for a proposed rule change in chess. They would 
appeal to the general purposes of games like chess and the extent to 
which the proposed change might help or hinder such purposes. We 
would also cite the consequences for playing the game and the revisions 
that would be entailed. I have been told, for example, that at one point 
in the history of chess the queen’s versatility of movement was increased 
precisely because the game had become too routinized—much like a 
complicated tic-tac-toe. In short, one argues over the appropriateness of 
such changes. Appropriate to what? The implicit standards, purposes, 
goals, norms we ordinarily do not consciously hold, but which are to 
be found in the historical practice of games like chess. So judgments 
as to the appropriateness of changing explicit rules are made by refer-
ence to implicit historical norms of practice, and as such are a species 
of norm-regarding behavior.

Norm-regarding behavior in this broadened sense involves judg-
ments—judgments that this behavior is appropriate or falls under the 
norm. And in such judgment it seems possible to distinguish such 
norm-regarding behavior from mere habit, even if the behavior does not 
consciously follow the norm. The concert pianist knows when a wrong 
note has been hit even though no conscious episode of the form, “Now 
that note was appropriate to the score and I missed,” occurs. The pianist 
just plays, concentrating on technique and especially interpretation. In 
the case of mere habits, on the other hand, we do not judge the appro-
priateness of behavior, but rather the same circumstances simply call 
forth the same behavior. There is no obvious way in which there can be 
mistakes in habitual behavior. We can acquire bad habits, or unintended 
habits, but the notion of there being a mistake in the operation of the 
habits seems queer. Habits are what they are.
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It is perhaps misleading to speak of “judgments” of appropriateness 
in norm-regarding behavior; for such language is heavily biased toward 
conscious activity and the judgments need not be conscious at all. Fur-
thermore, the language of judgment seems to suggest the “application” 
of rules to situations independently recognized. I have already argued 
that we do not apply theory to practice, but that we rather structure 
experience in terms of theory. Thus a more adequate formulation 
would be in terms of seeing the situation as one in which the given 
norm-regarding behavior is appropriate. I recognize this as a situation 
in which the writing of a check is called for. In short, I experience or 
perceive the situation in the descriptive terms provided by the norm or 
rule, and it is because of my perception of the situation as appropriate 
to the given norm that I behave as I do (Fodor, 1975, p. 74).

But there is another crucial feature of norm-regarding behavior 
which must be noted here. Although my perception of a situation as 
appropriate for behavior of a certain variety is in some sense opera-
tive in producing that behavior, nevertheless, the behavior need not 
always completely live up to the norm. I may misspeak. I may enter 
inconsistent amounts on my check. The pianist may strike the wrong 
note. My proof strategy may fail. My behavior may not live up to the 
norm, but unless the behavior is grossly inadequate, it may still be ap-
propriately described and thought of as norm-regarding. Conversely, 
there are actions which bring about certain unintended states. In 
such cases the state is not necessarily to be regarded as being the goal 
referred to by the norm implicated in the given action. A teacher may 
unintentionally cause his or her pupils to become indoctrinated, and 
yet it might be false to say that the teacher actually indoctrinated the 
students. In other cases we might want to hold the teacher responsible 
for the indoctrination whether intended or not. How can we tell such 
cases apart?

The test for whether the behavior was aimed at the actually occurring 
state, and, hence, properly characterizable by it, would be whether im-
pediments and disturbances to reaching the state are treated as mistakes. 
If they are, then what the person is doing is properly describable in 
terms of the end state as a goal. If disturbances to the course of action 
leading to the supposed goal are not resisted, then what the person 
is doing is not properly described by the goal, even though that state 
may in fact be reached.

Such a situation almost never happens when we are speaking of 
purely descriptive generalizations that lack the norm-regarding feature. 
For example, it would certainly be possible that there has never been 
and never will be a completely error-free performance of some complex 
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piece of music. If that is so, and we tried as good empiricists simply to 
describe all the performances as they actually occurred, we would at 
best get some rather strange-looking statistical approximation to the 
actual score. Yet clearly such a generalization does not capture what any 
performer was doing. The performer was playing the piece, even if there 
were mistakes. The statistical generalization level of description is simply 
all wrong. The performer was engaged in norm-regarding behavior even 
though the norm was not perfectly fulfilled. I was writing a check even 
though I made a mistake. Another way of looking at the distinction I am 
attempting to draw here is that what eventuates as a result of our doings 
is not always what we are properly described as doing.

To summarize: although falling short of an analysis of “rule,” the 
following, not necessarily independent, conditions seem to be criteria 
of a rule:

1. The normative condition: Although rules can be divided into pre-
scriptive and descriptive, descriptive rules presuppose norms just 
as do prescriptive rules. Behavior in accordance with descriptive 
rules is norm-regarding; it requires seeing the appropriateness of 
the norm in diverse situations.

2. The self-correcting condition: Norm-regarding behavior can be in 
accordance with implicit or unconscious rules, if we stand ready 
to correct deviations from the norm and recognize our mistakes.

3. The perceptual-causal condition: In norm-regarding behavior it is 
because we perceive (judge) a situation as structured or constituted 
by the operative rule that we behave as we do. Again, the rule need 
not be consciously invoked.

4. The nonsuccess condition: We can properly be said to be following a 
rule without succeeding in attaining the norm implicit in the rule.

5.  … But a Rule Isn’t a Generalization

Egon Brunswik (1952) provides an illuminating lens model of stim-
ulus-response generalizations (see Figure 3). The “stimulus” object 
represented by one distal focus can affect the sensors of the organism 
on different occasions by very different physical means, represented 
by the bundle of “rays” leading to the “lens” or organism. Likewise the 
organism’s behavior can achieve the same response—the other distal 
focus—by quite different specific behaviors. Another way of expressing 
the insights in Brunswik’s lens model is in terms of the classical psy-
chological problem of the definition of the stimulus and the response 
(Campbell, 1966).
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This picture neatly describes the situation in most stimulus-response 
theorizing. But the lens metaphor misleadingly suggests to many psy-
chologists that with enough work the generalization underlying the 
connection of the distal stimulus to the distal response can be found, 
much as the laws of light explain the focusing properties of lenses. I do 
not believe that a rule can be reduced to a descriptive causal or statistical 
generalization, nor will habits account for norm-regarding behavior. As I 
have been pointing out at some length, the situation in the case of action 
is that the rays in the stimulus (or response) bundle are wildly different 
in any physical sense. Even a rat can press a lever with any number of 
different muscle arrangements, e.g., by sitting on it or dropping an ob-
ject on it. Thus the power of the organism to “focus” its detailed specific 
behavior onto an action which turns out to be the same action each time 
or to focus its detailed stimulation onto the same stimulus is the power 
of judging or perceiving the action and the situation to be appropriate to 
the norm involved. The focussing metaphor must be explicated in terms 
of the appeal to norms defining very different detailed stimulations or 
responses as “the same.” On the level of generalization, we could deter-
mine the minimum force needed to trip a lever, and, quite independently 
of any normative judgments, the lever will be tripped by that force. On 
the other hand, it is only by reference to the norm of what counts as 
lever tripping that we could judge that the event described as my asking 
a research assistant to trip the lever could count as lever tripping.

Considerations such as these lead to an examination of the percep-
tual-causal condition of rules. In rule-following behavior it is not just 
that the norm determines or constitutes what will count as the same 
stimulus or behavior, but also that in some sense it is because of the 
perception of the situation as appropriate to the norm that we do what 
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Figure 3. The Lens Model of Stimulus-Response Generalizations. 
Adapted from Egon Brunswik, The Conceptual Framework of 

Psychology (University of Chicago Press, 1952)
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we do. In some sense the judgment or perception of the situation as 
appropriate to the norm causes or at least is operative in producing 
the action. In commonsense terminology the organism behaves as it 
does in order to reach a goal, which is defined by the norm. But, of 
course, this introduces teleology into rule-following behavior with a 
vengeance, and modern psychology has spent a good portion of its 
short history trying to do away with teleology.

One of the main reasons for objecting to teleology has been that 
psychologists committed to straight-line causal models have been at a 
loss, conceptually, to explain how a nonexistent goal can cause present 
behavior directed toward that goal. Causation appears not to work that 
way, and in the absence of an alternative model the most rational course 
for psychology has seemed to be to deny the efficacy of goals. An alter-
native for the more cognitively oriented psychologists has been to move 
to explanatory models consisting of a presently occurring desire for the 
goal along with beliefs about means to attain it. Such presently occurring 
beliefs and desires could, conceptually, serve as causes. The difficulty with 
this move is that an indefinite number of beliefs and desires are needed 
to account for all of the nuances of behavior and adaptive changes of 
behavior that occur in different situations leading to the same goal. In 
terms of Brunswik’s lens model in Figure 3, the “rays” are indefinite in 
number, and are rays of the same bundle solely in virtue of their leading 
to the same goal. The goal in mind determines what “rays” could possibly 
be a part of the bundle, and that still seems to be the wrong direction of 
influence for a causal generalization account. Norm-regarding behavior, 
on the other hand, seems to be determined by judgments as to the ap-
propriateness of the given situation to the norm or goal.

The self-correcting criterion of rule-following behavior also seems at 
odds with a habit or generalization account. Habits seem to be relatively 
narrow-tracked dispositions and are often contrasted with the adaptive 
nature of principled or rule-following behavior (at least in the broad-
ened sense of norm-regarding that I am here urging). If our behavior is 
under the influence of habit, then we engage in it whether appropriate 
or not; whereas, the self-correcting nature of rule-following behavior 
implies a sensitivity and responsiveness to changing situations. To cite 
a shopworn example, a parrot may acquire the habit of saying hello in 
response to a certain stimulation, but there seems a world of difference 
between the parrot’s automatic mechanical response and that of a per-
son who understands the norms of greeting and says hello in response 
to those norms. It may be that very complex habits or generalizations 
might be discovered that could account for the apparently indefinite 
plasticity and adaptiveness of norm-regarding behavior; however, it is 
clear that no examples of such theories currently exist.
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There is, however, a deeper reason why no account of self-correcting 
behavior in terms of causal generalizations is likely to be successful. 
Self-correcting behavior presupposes a standard or norm of correctness. 
But, as already noted in discussing the perceptual-causal condition, the 
perception or judgment of the situation as appropriate for the opera-
tion of the norm is causally efficacious in producing the “correcting” 
behavior. The purpose of the correcting behavior in turn is to correct 
the deviation from the norm. The norm operates in its own realization 
in the situation. Ordinary causal generalizations do not operate in their 
own production or realization. In a sense, this is the same point often 
made by philosophers to the effect that conceiving of human actions 
in terms of a purposive rule-following model constitutes explaining 
them by bringing to light how the action fits into the patterns specified 
by the rule. Thus the action of crossing the street to get some tobacco 
realizes the norm or goal of getting tobacco. The norm operates in its 
own realization. Philosophers go on from this insight, illegitimately 
I shall later argue, to urge that because of this logical connection be-
tween norm and the action it rationalizes, we cannot give any further 
psychological explanation of the action. In any event, the situations 
described in straightforward causal generalizations have no such role 
in their own production.

Finally, consider the nonsuccess condition. Norm-regarding behavior 
is still classifiable as such even if the norm is not attained. There is a 
serious conceptual problem here for those who would reduce norm-
regarding behavior to generalizations. For when situations do not 
correspond to hypothesized generalizations, that counts as evidence 
against the generalization. Of course, a few anomalies can be tolerated, 
but not too many. On the other hand, behavior that is norm-regarding 
can fail to create the norm and not count at all against describing the 
behavior in terms of the norm. Indeed the norm may never be reached, 
and the norm-regarding description would still not be refuted. Recall 
the complex piece of music. There are some limits here. The behavior 
usually and over a period of time has to come close to the norm, and it 
must always be corrective in the direction of the norm, to be described 
as norm regarding, but it need not get there. With generalizations such a 
situation would necessarily count against the truth of the generalization. 
It is unclear how generalization theories would handle this difficulty.

Finally, I shall offer a formal argument to refute the possibility that 
an analysis of norm-regarding behavior could be given by a straight- 
line causal generalization account in terms of necessary and sufficient 
conditions (see Ryan, 1970). One form of the basic locution used in the 
purposive rule-following model is “X in order to Y.” I crossed the road 
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in order to get some tobacco. X refers to an action and Y to the goal 
which explains the action. Note here that in a sense “crossing the road” 
is not a fully specific description of the action on the rule-following 
model of action. We do not immediately see the point of the action, 
and to specify it fully we need to set it into the context of the norms 
or goals that rationalize it; hence the “in order to get some tobacco.” 
Once fleshed out in this way the action is ipso facto explained on the 
rule-following model. Once we appreciate that the complete description 
of the action would be something like “getting some tobacco,” we will 
on the rule-following account have explained the action by referring 
to its point or goal. Those who favor a causal generalization approach 
to explanation would insist on the finer analysis of “crossing the street 
in order to get some tobacco,” X in order to Y. For that reason I shall 
use that locution although on the rule-following model the “proper” 
description of the action would unify the two “parts.”

Presumably, to fit the generalization model of explanation X would 
have to be either a necessary or a sufficient condition of Y or both. 
But in fact it is neither.

X  cannot be a sufficient condition for Y  because of the self-correcting 
condition on norm-regarding behavior. Alterations in behavior X 
are used to correct deviations from Y and maintain behavior which 
constitutes achieving the goal. Thus I may stop crossing the street 
momentarily if a car is approaching in order better to get to the other 
side. If X were a sufficient condition of Y, however, changes in X 
ought to produce corresponding changes in Y; my stopping ought to 
change my goal, but it does not. Second, the nonsuccess condition 
shows that the goal may not actually be reached by a given action. 
Recall the mistake in playing the piece on the piano. The behavior of 
hitting the wrong note, X, need not count against playing the piece, 
Y. But it would have to if X were a sufficient condition of Y. Third, 
X being a sufficient condition of Y reverses the ordinary meaning of 
“X in order to Y” In accordance with the perceptual-causal condition, 
we commonly take Y to explain X.

Nor can X be a necessary condition of Y in “X in order to Y” First, 
since Y need not actually be reached, it is hard to see what explanatory 
work it could be doing with respect to X. Second, if X is a necessary 
condition for Y, Y is a sufficient condition for X. Yet the goal, Y, may 
be reached fortuitously. But if Y is a sufficient condition for X, then 
the action, X, would be required. The self-correcting condition on 
rules insists that we merely stand ready to initiate behavior to reach 
the goal Y.
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6. Control Systems

If causal generalizations give little promise of explaining norm-regard-
ing or rule-following behavior, what account can we give? I believe the 
special science of control system theory, properly understood, provides 
a promising conceptual model for understanding and giving a unifying 
perspective to the wide range of examples of norm-regarding behavior 
I have mentioned. For a detailed description of control systems in psy-
chological theorizing, I refer the reader to a seminal work by William 
T. Powers, Behavior: The Control of Perception (1973a). 

Here I will use a more generalized diagram and explanation by Pow-
ers (1973b) of the basic control system unit of behavioral organization 
in an attempt to show that the basic concepts provide a method for 
attacking the problems of the explanation of norm-regarding behav-
ior (see Figure 4). My procedure is somewhere between explication 
and methodological proposal. I am in essence saying that this model 
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Figure 4. The Basic Control System Unit of Behavioral Organization. 
Redrawn from W. T. Powers, “Feedback: Beyond Behaviorism,” 

Science 179 (26 January 1973): 351-56, Figure 1. Copyright 1973 
by the American Association for the Advancement of Science.
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conceptually meets the criteria I have developed for norm-regarding 
behavior, and gives promise of new and more powerful understanding.

Powers (1973b, p. 352) describes his model as follows:

The Sensor function creates an ongoing relationship between some 
set of environmental physical variables (v’s) and a Sensor signal inside 
the system, an internal analog of some external state of affairs. The 
sensor signal is compared with (subtracted from, in the simplest 
case) a Reference signal of unspecified origin. The discrepancy in the 
form of an Error signal activates the Effector function (for example, 
a muscle, limb, or subsystem) which in turn produces observable 
effects in the environment, the Output quantity. This quantity is a 
“response” measure. The environment provides a feedback link from 
the output quantity to the Input quantity, the set of “v’s” monitored 
by the sensor function. The input quantity is also subject, in general, 
to effects independent of the system’s outputs; these are shown as 
a Disturbance, also linked to the input quantity by environmental 
properties. The disturbance corresponds to “stimulus.” The system, 
above the dashed line, is organized normally so as to maintain the 
sensor signal at all times nearly equal to the reference signal, even a 
changing reference signal. In doing so it produces whatever output 
is required to prevent disturbances from affecting the sensor signal 
materially. Thus the output quantity becomes primarily a function 
of the disturbance, while the sensor signal and input quantity be-
come primarily a function of the reference signal originated inside 
the system. For all systems organized in this way, the “response” 
to a “stimulus” can be predicted if the stabilized state of the input 
quantity is known; the stimulus-response law is then a function of 
environmental properties and scarcely at all of system properties.

Despite the fact that Powers uses stimulus-response language, it should 
be clear even from his description that these are stimuli and responses 
of a very peculiar nature. The “stimulus” or disturbance is only part of 
what has traditionally been taken to be the stimulus in classical psychol-
ogy. The other part is supplied by the effects of the organism behaving. 
Indeed, this is one of the central features of a feedback system—it reacts 
to its own effects. In fact its effects are “designed” in part to keep the 
input quantity as close to the reference level as possible. Variability of 
detailed output is unified by the requirement to keep the input close 
to the reference level. I will elaborate on this point below, but for now 
the important thing is to note that this is no ordinary S-R mechanism. 
Indeed, the explanatory force, as I shall show, goes through the input 
side of the loop, not the output side. Paradoxical as it sounds, what 
feedback systems do is control perceptions—not behavior.
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It is important to note here that any organism is probably a mass of 
control systems, organized in complex trees and hierarchies. Indeed the 
reference signals for many lower-order systems will be the outputs of 
higher-order systems. Thus, for example, if I am pointing at an accelerat-
ing object with my finger, a very simple action, the output of the control 
system which is the basis of that action will have to serve as reference 
level for at least two other control systems. These would be the system 
controlling the angular displacement of my arm and the system control-
ling the rate of change of angular displacement of my arm. My purpose 
is not the important psychological one of beginning to map these control 
systems or even the theoretical purpose undertaken by Powers of giving 
enough detail to make the theory psychologically plausible. Rather my 
purpose is conceptual. The basic control system unit of behavior enables 
us to solve the conceptual problems that we have encountered in account-
ing for norm-regarding behavior. Thus, for the purposes of this book a 
control system should usually be thought of as the basis for an ordinary 
action, with the output of the system schematically representing a host 
of other control systems which form the basis of those things that have 
to get done in order for the original action—e.g., pointing—to occur.

Investigations into “black box” control systems to find out empirically 
what quantity is being controlled are clearly possible. The internal struc-
ture postulated by the model does have empirical implications which can 
be used to investigate the structure. Of course, the connection of control 
systems with the world is nothing like the naively direct one enjoined by 
a behaviorist methodology which defines all internal structural concepts 
operationally. Negative feedback neither relies on mystical purposes nor 
is unconnected with the world. It satisfies the requirement for having 
testable consequences without putting those consequences into the op-
erational definition straightjacket. That is, from the psychologist’s point 
of view, the control system model can be elaborated into an empirical 
theory, whereas the talk about the operation of purposes and goals often 
seems simply to redescribe the phenomena to be explained.

The way in which the control system model can be tested is in principle 
very simple. If we suspect a negative feedback system is in operation, we 
then hypothesize a controlled quantity for the system. Note that this “dis-
covery” step depends on intuition and professional hunches no more than 
does the comparable step of suggesting fruitful empirical operations for the 
behaviorist. In any event, once a controlled quantity is hypothesized, the 
experimental procedure is this: introduce a disturbance near the sensor (it 
has to be the right order of magnitude so it neither escapes detection nor 
overwhelms the system) and see if the output opposes the disturbance. If 
it does, that quantity probably is being controlled. Further, different kinds 
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of disturbances can be tried in order to rule out merely adventitious op-
position to the disturbance. If there is no opposition to the disturbance, 
the hypothesized quantity is probably not under control. Utilizing the 
model we can even predict appropriate magnitudes.

Finally, note that the line of control of a feedback system runs through the 
perceptual or input side of the model. There are no reference signals delicately 
controlling the detailed outputs. Indeed the reference signal can stay the same 
and the detailed outputs can vary considerably precisely to counteract the 
effects of disturbances on the controlled quantity. Feedback controls sensed 
quantities, not outputs. It affects outputs to be sure, but it does not control 
them. The error signal causes the outputs but it does not adjust them except 
in the gross manner of “more error-more output.” “Control” is a technical 
term which refers to the operation of the feedback system in maintaining 
the sensed signal near the reference signal no matter what the disturbance 
within the range of possible control. The perceived quantity will be brought 
to match the reference signal by means of a wide range of outputs.

There is, of course, much more to be said in explanation of the 
model. For one thing the characterization I have sketched above is highly 
abstract. Powers’s very readable and exciting book1 gives many com-
monsense examples and fills in some of the psychological, neurological, 
and theoretical evidence for the model. Furthermore, there are a host of 
questions and problems that I have not touched. Some of these remain 
for investigation, but many of them are treated by Powers (1973a). Let 
me mention just a few. Where does the reference signal come from for 
any given system? How many hierarchies are there? How many individual 
systems? What is the nature of the sensor function, the effector function, 
the comparator function in any given system? Can systems be changed? 
How? How does a system come to be organized in the first place? What 
about memory, imagination, choice, consciousness, justification? Can 
systems conflict? What happens when they do? And so on.

These issues will all need to be treated in a more complete develop-
ment of the control system model. For my purposes I will show that 
the abstract model just described meets perfectly the four conditions of 
rule-following or norm-regarding behavior elucidated above and gives 
some interesting insights into the examples of norm-regarding behavior 
with which I began this chapter. Control system theory thus promises 
a real alternative to habit or generalization accounts of rule-following 
behavior while at the same time preserving the philosopher’s insights 
concerning rule-governed behavior.

1 Powers’ 1973 work is still the basic reference, but as of 2011, evidence for 
the model is even greater, including computer demonstrations. See works by 
Powers and Runkel in the Reference section, and at the publisher’s website. 
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7. A Rule by the Name of a Control System  
Actually Smells Sweeter

Clearly, the normative condition on rules and rule-following behavior 
is satisfied by the control system model. The reference signal is just the 
component to serve as a norm or goal or purpose. The system acts to 
change the environment so that the sensor or perceptual signal matches 
the reference signal. “I need to write a check to pay my monthly util-
ity bill,” says the reference signal. The system outputs operate with 
materials in the environment, paper and pens, until the sensor signals 
indicate a check has been written. (Actually about five or six levels of 
Powers’s hierarchy of control systems would be involved in this action, 
but that complication can be ignored for present purposes.) The be-
havior controls the perception to make it match the reference signal.

Moreover, the self-correcting condition of rule-following behavior 
is obviously met by the model. Since control systems maintain the 
sensed environment in the condition specified by the reference signal, 
they counteract any external disturbance that would tend to deflect the 
controlled quantity from its reference level. “Writing a check” could be 
disturbed by any number of things which, if they registered as sensor 
signals, would create an error when compared with the reference sig-
nal and lead to corrective behavior. Such disturbances could be at any 
number of different levels. I might transpose some figures, misspell the 
name of the payee, remember I have insufficient funds in the bank, run 
out of ink, and so on. In each case, if sensed, such disturbances would 
lead to typically rulelike or norm-regarding self-corrective behavior.

Along similar lines, the nonsuccess condition is easily accounted 
for by the control system model. Occasionally disturbances may occur 
that overwhelm the system’s effective range of control. If the system 
tends, nevertheless, to counteract such disturbances, the proper level 
of description of what is happening is still that given by the control 
system model. The musician who makes an error usually notices it 
and tries to correct it next time. Even if an error-free performance is 
never achieved, the musician is still properly described as “playing the 
piece.” Or again, I may not have enough money to deposit to cover 
the check I want to write. If I try to borrow it or earn more, then I am 
clearly still behaving within the norms of checkwriting, even if I never 
actually write that particular check. 

The most interesting thing, however, about the control system 
model is the way in which it satisfies the perceptual-causal condition. 
In the first place, the error signal, the difference between the reference 
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signal and the sensor signal, is what drives the output. Thus the desired 
pattern, the reference signal, is operative in its own production in the 
situation as actually sensed. The system operates to reduce error—the 
difference between the desired pattern and the sensed pattern. Here is 
a physically realizable model that captures the essence of rule follow-
ing in which the rule as a rule operates in producing rule-conforming 
behavior. For on the view that what is happening in a ,control system is 
that perceptions are being brought in line with goals, the “dimensions” 
of the goal treated as reference signal and the actual situation treated 
as sensor signal must be the same so that they can be compared. Yet it 
is the difference between desired and actual perception that operates 
through the effector function and through the natural laws of the en-
vironment to change the actual situation so that it is closer to the goal. 
If I want to get some tobacco and the movement of my legs across the 
street causes the perception of my getting closer to the tobacco, then I 
will just keep going. By recognizing that control systems control inputs, 
not outputs, we can at long last give a plausible account of directed 
behavior and how a rule or goal can operate in its own production.

But there is another important feature of the control system model 
related to the perceptual-causal condition. The line of control runs 
through the perceptual side of the model. The model does not delicately 
apply its outputs to indefinitely varying situations carefully changing 
the output or behavior to match the situation. Instead it controls its 
inputs or perceptions. It operates on the environment, changing the 
environment until a sensor signal is produced that matches as closely 
as possible the reference level. This feature accounts for the adaptability 
of rule-following behavior—as opposed to the straight-line operation 
of causal models. When an error is sensed, the system operates in any 
environment within the effective range of control using any means at 
its disposal to remove the disturbance and bring the perceptual signal 
in line with the reference signal. The error signal causes the effector 
function to operate, but it does not “control” it except perhaps in the 
sense of causing it to do “more” of whatever it does if the error is large 
and “less” if the error is small. The system is “blind” as to the nature 
of the effector function and “sees” through the sensor function only 
the changed situation which results from the operation of the effector 
function. And, indeed, that fits well with our ordinary notions. We are 
not aware of delicately controlling our muscles as we walk over uneven 
pavement. We are aware only that we are making whatever allowances 
have to be made.
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Recall the classical behaviorist objection to purposes, goals, or rules as 
explanations of human behavior. A purpose or rule not yet in existence 
seemed unable to cause behavior leading to it. Recall also the classi-
cal move to meet the objection. The goal exists in present intentions 
and can be causal. It is a disposition to act. This reply is fine as far as 
it goes, but as has been argued repeatedly, it does not go far enough. 
The initial situation must still be perceived in terms of the intention 
or goal. Is the situation appropriate for the operation of the rule? The 
goal or role conceived as intention must still operate “backwards,” in 
the sense that it at least partially structures the organism’s perception 
of the existing situation. On a generalization view, there would be 
no way of knowing in detail what features of a novel situation would 
need changing to lead to the desired goal. But as soon as the model 
provides for the control of perceptions rather than behavior, the neces-
sity for detailed knowledge of how to change a current situation into 
a desired one disappears. The system just acts, and, if at all adapted 
to the general environmental conditions in which it finds itself, will 
produce situations which give rise to perceptions closer to the goal or 
reference signal.

Nor, as I shall now argue, am I giving a trivial dispositional analysis. 
Often when a behavioral analysis of norm-regarding behavior is seen 
to be inadequate, there is a shift to a dispositional account. A goal is 
taken to be a disposition to behave in whatever ways are appropri-
ate to reach the goal. Now either this account simply renames the 
problem of accounting for adaptive behavior and is hence trivial; or it 
faces the “overabundance” problem. For example, Peters’s purposive 
rule-following model of human action appears to be a dispositional 
account that simply redescribes the action without really explaining 
it. If, however, we interpret Peters’s account causally, we think of the 
disposition as being set off by varying occurrent beliefs and desires. 
These beliefs and desires will have to be minutely tailored to differences 
in the situation calling for just the right variations in the exercise of the 
disposition. Clearly we are conscious of no such meticulous control of 
outputs, but even if we waive the consciousness point, the situation 
remains intolerable. Since there are an indefinite number of potential 
variations, we would have to have an overabundance of unconscious 
occurrent desires and beliefs—far more than we could possibly admit. 
A dispositional account cannot cope with the overabundance problem, 
and yet the control system model with its control of perceptions, not 
outputs, solves the overabundance problem at a stroke. 
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One more feature needs to be noted concerning the control of per-
ceptions. The line of control runs through the input side, but presum-
ably ordinary causal mechanisms operate around the feedback loop in 
the opposite direction. Thus, as noted above in connection with Peters’s 
account of the purposive rule-following model of human action, causal 
accounts are appropriate not for normal actions, but for breakdowns in 
normal action. And that is exactly right in terms of the control system 
model. When a control system is operating normally, what it is do-
ing is bringing about a match between reference signal and perceived 
situation. The rule, as a rule, is operating in its own production. But 
when such a system breaks down, an analysis of the causal systems in 
the loop is often required. Again the control system model matches 
perfectly with the requirement derived from the philosophical analysis.

Furthermore, the model is not just a jargonistic redescription of 
commonsense notions or of other psychological theory. For it solves 
problems and promises insights which the psychologists’ and philoso-
phers’ accounts did not. Returning to the example of psycholinguistics, 
we can now see in some detail why the transformationalists’ critique 
of behaviorist language learning and use is so powerful. The transfor-
mationalists urge that an associationist account could not possibly 
explain the production and comprehension of an indefinite number 
of novel utterances, and they offer an account in terms of transforma-
tional rules instead. But adaptive rule-governed utterances in novel 
situations are formally identical with the infinite number of ways an 
output can remove a disturbance from a control system. If a certain 
deep structure is to be realized, the system will operate in (almost) any 
linguistic environment until it perceives that deep structure realized in 
the concrete situation. Neither behaviorism, nor causal generalizations, 
nor dispositional analyses seem capable of accounting for the adaptive 
novelty we actually find. Yet the control system model of behavior with 
its feature of the control of perceptions shows how we would expect 
such adaptive novelty as a matter of course.

D. W. Hamlyn (1978) is a good example of a philosopher who ob-
jects to the idea that learning rules is an appropriate or informative way 
of expressing what is going on when one learns a language. Hamlyn’s 
objections are fairly straightforward. First, he construes learning rules 
as akin to learning explicitly formulated recipes. On this construal, it 
is obviously a mistake to suppose that a child learning a language is 
learning anything remotely resembling a recipe for forming past tenses, 
for example. Adult grammarians are hard put to formulate such explicit 
grammatical rules. It is absurd to suppose that every child who learns 
the language is doing so.



 Assimilation 101

Second, Hamlyn objects to Chomsky’s model of the child as a 
miniature scientist propounding hypotheses and testing these against 
the available linguistic data. One of Hamlyn’s major concerns, which I 
share, is that too often we conceive of children as small adults without 
taking account of the possibility that children’s ways of thinking, learn-
ing, and understanding may be quite different from those of adults. If 
“testing hypotheses” means consciously entertaining the hypotheses, 
designing experiments, and testing results, then the child conceived 
of as little scientist is indeed absurd.

Finally, Hamlyn argues that even if we could somehow construe the 
learning of rules as less than the conscious following of a recipe, we 
must also specify some independent access to the data. This is neces-
sary so that our testing of the rules can get off the ground. In short, 
experience as the ground of the correct application of the rules must 
somehow be consulted. All of these objections seem to me to be well 
taken, given the model of learning rules that Hamlyn seems to presup-
pose. If rules must be as explicitly learned and followed as he assumes, 
then indeed the model is unlikely to be of much help.

At the same time, however, Hamlyn’s own account plainly needs 
something very similar to the learning of rules. In criticizing extreme 
empiricist accounts of learning, Hamlyn (pp. 26-27) contrasts learning 
how and, hence, knowing how to do something with merely being able 
to do it. Knowing how for him involves a knowledge of principles, 
which, of course, does not imply that the principles can be formulated 
or stated. At the same time, however, Hamlyn explicitly rejects the idea 
that a knowledge of principles could be explicated by a causal theory of 
frequency of occurrence of particular instances or any such behavior-
ist ploy. Knowledge of principles looks much like knowledge of rules, 
albeit not a conscious, explicit knowledge of the rules.

In his account of perception Hamlyn (p. 72) is clear that “perceiv-
ing something involves applying knowledge to particular cases.” Thus 
experience consists both of the causal conditions provided by sense 
perception and the application of knowledge and understanding to the 
particular case. The knowledge and understanding are of the concepts 
appropriate to the situation at hand. Thus, even perceptual experience 
for Hamlyn cannot be accounted for solely with causal language.

But for Hamlyn (p. 57), “having the concept of X involves a knowl-
edge of the principles of classification that apply to xs.” Thus, it is 
clear that it is crucial for Hamlyn’s views of the growth of knowledge 
and understanding that we are able to make sense of a knowledge of 
principles, where principles seem to be essentially implicit rules.
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One final example will show the importance of a knowledge of 
principles for Hamlyn. His account of how children do come to learn 
depends heavily on the possibility that they can be corrected by adults 
who share the form of life that gives point to the epistemological no-
tions of truth, knowledge, understanding, and the like. In short, the 
notion of a correction does not presuppose something merely different 
from what has gone before, but rather different in the “right” way. As 
Hamlyn says (pp. 84-85):

It would seem that a necessary condition of anything’s being said to 
have knowledge (and perception too, since perception presupposes 
knowledge in at least the form of concepts) is that it is possible for 
it to stand in relations to us in the way that I have indicated. We 
cannot fully understand the possibility of such knowledge unless 
we see those who have knowledge in the framework of such rela-
tions (relations which, as I have argued, cannot be merely cogni-
tive). What emerges from all this is the connection between such 
concepts as those of knowledge, truth, learning, the possibility of 
correction, common interests or wants, and thus the possibility of 
standing in relation to other beings in ways which are at least akin 
to human relations.

What follows from all of this is that we cannot live with a knowledge 
of explicit rules as an account of knowledge, or without an account of 
norm-regarding behavior.

The account I have offered of norm-regarding behavior meets just 
the conditions that it must meet. It does not treat the language learner 
as a little scientist because the control system theory does not require 
consciousness of the rules or principles that are being followed. It 
does provide another access to the data other than the hypotheses or 
principles, namely, action.

Finally, the notion of correction is central to the control system 
account as well as to Hamlyn’s. The difference is that correction in 
control system theory is not located solely in the social group doing 
the correcting, although it is located there as well. Recall that one of 
my earlier criticisms of Hamlyn was that in reacting against the view 
of the child set over against society, he adopted the view of a particular 
society set over against other historical and contemporary societies. By 
expanding the notion of correction beyond that obtaining within a 
given society, my account shows both how correction is necessary for 
understanding the growth of knowledge and how it can accommodate 
changes and differences in the specific notions of correction held by 
different societies at different times.
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With respect to the social psychology example, the control system 
model shows how social rules of meaningfulness can constitute certain 
situations. The social rules serve as reference signals, and we learn them 
as well as ways of transforming physical situations into sensor signals 
that represent these social norms. Again, because the line of control 
goes through the perceptual side of the model, situations are “sensed 
as” being of certain kinds. This situation is a check-writing one, and it 
is perceived and treated as such. Control systems can, with appropriate 
input and output functions, control such nontangible items as social 
meanings. Social meanings are not at all mysterious with the control 
system model. The whole question of the “reduction” of the social to 
some more tangible ontology is avoided. Some very nonconcrete items 
can serve as controlled quantities.

As a number of workers (e.g., Rummelhart and Ortony, 1977) in 
artificial intelligence have begun to realize, the perceptual component 
of human intelligence is the one that has been most neglected in work 
to date. Computer simulation has been most successful in those areas 
in which the perceptual component is highly explicit, even though the 
problems of concern are highly abstract. Proving logic theorems is an 
excellent example. The explicit rules of well-formedness and legitimate 
inference leave little room for perceptual ambiguity by either person 
or machine. The perceptual component is there; it is just nonprob-
lematic in much current work. What the control system model does 
is to point to the structural features which must be simulated if com-
puter programs are to advance beyond theorem-proving capabilities. 
Perceptual components must be built, and they must be built not only 
with atomistic, bottom-up features analyzers, but also with top-down 
Gestaltist control systems. For the control system model exhibits on its 
face the Gestaltist insight that the whole determines the significance 
of its parts, and even what will count as parts.

It is also easy to see that the control system model does not simply 
redescribe the purposive rule-following model of human action in jar-
gonistic terms. In discussing the rule-following model Peters (1960, pp. 
8-9) draws a distinction between a person’s reasons for acting and the 
reasons the person acts. For example, I might give my reason for cross-
ing the street as wanting to see what is in a shop window; whereas, the 
reason may be that I want to avoid a group of young rowdies on my side 
of the street. Most often a person’s reasons are the reasons for action. The 
distinction, between “a reason” and “the reason,” although Peters claims 
it is noncausal, must surely be drawn on something like causal grounds. 
Peters himself says the reasons are the “operative” ones and fall under law-
like generalizations. Such a characterization clearly uses causal language 
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no matter how much Peters denies it. And, of course, if we are to draw 
the distinction between two reasons, each of which could rationalize an 
action, and say one was the reason, the difference seems prima facie a 
causal one (see Davidson, 1963). Despite such overpowering consider-
ations for including a causal role for rules in explaining human action, 
Peters and most philosophers are adamant in resisting such pressures. It 
is important to note that the reason for an action is, for Peters, still of 
the same logical kind as a person’s reason. And this is so, whether or not 
it is a reason of which the person is fully conscious. It is still a reason 
and not some compulsion which forces or drives me to act. How can the 
distinction between my reason and the reason for my action be drawn?

On the control system account, the reason will be the (usually 
highest-level) controlled quantity that is operative. Often that will 
be the same as the person’s reason, but it need not be. A different 
controlled quantity might in principle have been operative, and the 
agent perhaps gave a lower-level or different-level reason as his or her 
reason. On the control system theory we have an empirical test for 
any hypothesized controlled quantity. Introduce a disturbance and see 
if it is counteracted. If the shop has no tobacco, do I go on down the 
road to get some or am I satisfied having gotten to the other side of the 
street from the rowdies? Nothing stops there being several reasons for 
an action; and in principle they can all be empirically tested. Moreover, 
the control system model honors the insight of the purposive rule-
following model that a causal explanation becomes appropriate only 
if there is a breakdown of normal routine. Thus the control system 
model adds to the rule-following model both an empirical content to 
the distinction between a person’s reason and the reason for an action 
and a procedure for testing the empirical distinction.

I have been arguing that the norms governing human action in its or-
dinary aspects can be accounted for with the control system model, but 
there remains the realm of “pure” assessment. What of the norms of reason 
as an example of rule following? Is a given intelligent piece of behavior 
reasonable and rational? Would it be rational to change some of the basic 
norms of ordinary human action? Although I suspect that a careful deploy-
ment of control system theory could partially sort out these questions and 
give answers to some parts of them, there will remain, I think, a core that 
cannot be accounted for by control system theory. Control system theory 
looks most promising in providing an account of the minor variations in 
the operation of existing conceptual schemes. The problem raised by the 
norms of reason is that of potentially changing existing conceptual and 
representational schemes, so I will postpone a consideration of the account 
of major variations until the next chapter, on accommodation.
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One last task remains in my defense of control system theory as 
providing a potentially helpful model which goes further than current 
psychological or philosophical theories in accounting for minor adap-
tiveness in representational schemes. I have already indicated how it 
copes with the weaknesses of earlier theories; let me now briefly indicate 
how it meets some of the standard objections from those quarters. In 
the first place, there is the point just noted that somehow if an action 
is intelligent, i.e., suited to its goal and flowingly adaptive, it cannot 
be causal, for causes operate in a straightforward way. We can now see 
that if this objection means that causal accounts of intelligent action 
are inappropriate, it is well taken. Control system theory does not ac-
count for outputs; it gives an account of the control of perceptions. 
If, however, the objection is taken to mean that causal processes are 
not operative in the production of human action, that goals, reasons, 
desires, beliefs, and so on, cannot play causal roles, then the objection 
is false. The control system model of human action provides a physi-
cally realizable system within the purview of causal processes, but its 
account is irreducible to causal terms, precisely because what a control 
system does lies in the opposite direction from what causal processes 
do in the feedback loop.

The second objection to giving a merely psychologically descriptive 
account of learning and action is one that I myself posed in the first 
chapter. Learning is inextricably bound up with standards of correct-
ness, with getting things right, with norms. If psychologists want to 
investigate mere processes of change of cognitive variables without 
regard to the normative feature, then they owe us an argument to 
show that what they are doing has anything whatsoever to do with our 
ordinary concerns with learning and action. Does the control system 
model fall prey to a similar sort of objection? Clearly not. The idea of 
correcting disturbances builds in from the outset the notion of a norm 
or standard that defines “disturbances” and what a “correction” would 
look like. The objection to merely descriptive psychology fails to get 
started when applied to control system theory.

Why do most philosophers insist that goals and purposes cannot 
causally explain actions despite the embarrassment of being thereby 
unable to account for the distinction between a person’s reasons for 
an action and the reasons for the action? Essentially the argument 
goes something as follows: There is said to be an analytic or logical or 
conceptual connection between a reason, goal, or motive, and the ac-
tion it is ordinarily taken to explain. On the purposive rule-following 
model this is acceptable, since citing the reason, purpose, or goal with 
which an action was performed explains the action by rendering it 
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reasonable, not by putting it in a causal nexus. But if two concepts are 
analytically connected, they cannot be causally connected, for causes 
and effects must be independent events and analytic connections be-
tween independent events are not possible. Thus, crossing the road to 
get some tobacco is actually a fuller description of the specific action to 
be explained, and the goal—to get some tobacco—is not analytically 
separable from the particular action it explains.

I could, of course, note that with the breakdown of the analytic-
synthetic distinction, this argument is at least greatly weakened from 
the very start. But let me assume that one can draw a relativistic 
analytic-synthetic distinction and see if the control system model can 
meet this objection. In the first place it needs to be noted that under 
the supposition of a relativistic analytic-synthetic distinction, the rela-
tivity will be to certain ways of describing the phenomena. This means 
that under alternative descriptions statements about the same things 
may turn from analytic to synthetic and vice versa. For example, “The 
murderer’s killing of Smith caused Smith’s death” is arguably analytic. 
But if “Jones’s slitting Smith’s throat” is referentially the same event as 
“the murderer’s killing of Smith,” we get by substitution “Jones’s slitting 
Smith’s throat caused Smith’s death,” and this latter is a full-fledged 
causal claim. It might be argued that causal contexts are opaque, and 
I cannot simply substitute referentially identical expressions and hope 
to preserve truth value. If that is the claim, then my point is granted 
that we cannot rule out causal connections by noting that two events 
are analytically connected. For on this defense what counts as caus-
ally connected is not a matter simply of reference but of the linguistic 
context in which causal assertions are made. Either way, the objection 
that reasons or goals cannot be causes of actions because they are ana-
lytically connected to action fails.

In the control system model the description of the reference signal is 
given in “goal” language; but for the reference signal to be comparable 
to the sensor signal so that they can be compared to produce the error 
signal which drives the system, the sensor signal must have the same 
“dimensions” as the reference signal. In short, it must be describable in 
“goal” language as well, and will have, under that description, an analytic 
connection with the goal. Thus, the situation as sensed before, during, 
and after any errors have been corrected will have a “goal” description. 
Very often the action performed in any situation is identified with the 
outputs of the system. Typically we have available some fairly general 
descriptions of outputs, such as crossing the street, which are compat-
ible with a whole host of goals. But in the control system model, since 
the outputs are specifically designed to counteract any disturbances of 
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the controlled quantity, the sensor signal has the same dimensions as 
the controlled quantity or goal, and it follows that the output can also 
be described in terms of the goal. Thus, the specific output description 
of “crossing the street to get some tobacco” is in terms of the goal and 
rationalizes the action under the purposive rule-following model. But as 
I have already shown, the goal is operative in its own production, and it 
is, therefore, apparent how there can be an analytic connection between 
goal and action (under certain descriptions) and the goal still figure in 
causal processes bringing about the action.

Let me try to get at this point in another way. A typical answer to the 
question “What is he doing?” is “Crossing the street.” If the questioner 
continues to ask “Why?” the answer comes, “To get some tobacco.” It 
appears, prima facie, that we have two entities here, an action and an 
intention, and it seems perfectly reasonable to ask for their relation. 
Any number of accounts of the relation have been proposed, means-
end, causal, and so on. The insight of the rule-following model is that 
in an important sense we do not have two separable entities here, at 
least insofar as we are concerned with what the agent is doing, as op-
posed to what the agent is causing to happen. For example, the agent 
is causing the soles of the agent’s shoes to wear down, but ordinarily 
that is not an action the agent is performing (although with a suitable 
story, it could be). The insight of the rule-following model is to the 
effect that qua agent’s action, the proper description of the action must 
involve the point or purpose. Thus, crossing the street as a means of 
getting tobacco seems to drive too large a wedge between purpose and 
action. An analytic connection between purpose and action then ap-
pears essential, and it looks as if ordinary psychological concerns with 
the production of the action are ruled out of court.

The control system model, however, allows us to ask questions about 
psychological mechanisms while honoring the insight concerning the 
close interconnections between purpose and action. The purpose is 
operative in its own production in the action on the control system 
model. But, further, we have an empirical test for whether what the 
agent is doing is “crossing the street” or “getting tobacco.” Introduce 
a disturbance and see if it is counteracted. For example, we could have 
a friend give the person some tobacco and see if our pedestrian con-
tinues to cross the street. If not, then “crossing the street” is probably 
not what the person was doing. The control system model provides a 
general model of human action and a general empirical procedure for 
determining what a person is doing. Insofar as knowing what a person 
is doing constitutes an explanation of the action, as it often does, con-
trol system theory also provides a model for the explanation of human 
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action. The control system model thus reconciles the philosopher’s 
concern with reasonableness with the psychologist’s concern with ef-
fective processes, and constitutes an improvement on both.

The control system account also vindicates my decision at the begin-
ning of the chapter to treat experience in its ordinary full-blooded way. 
The basic control system model involves a perceptual component, a 
purpose component, and an activity component, and it shows in some 
detail how these things are related. An experience is not just passive 
reception, it involves changing perceptions through purposeful activ-
ity. Experience is not just blind activity either; rather it is guided by 
perception, purpose, and the difference between the two. Experienc-
ing X means that a control system with X as a controlled quantity is in 
operation.

8. Control System Theory and Education

Thus far, my discussion has been at a very abstract level, and, at best, 
I have settled an esoteric dispute between philosophers and psycholo-
gists concerning the nature of human action and its explanation. What 
possible difference could that make to education?

Perhaps the most obvious area of potential impact is in the whole 
stimulus-response-oriented realm of educational psychology. It is ironic 
that in one of the few cases in the history of human thought when science 
listened seriously to philosophy about scientific method, behaviorism 
was the result. For a case can be made that the main methodological 
features of behaviorism were drawn directly from a positivistic philosophy 
which, it was thought, represented “real” science. And yet positivism in 
philosophy is all but dead, killed partly by the very fact that it did not 
accurately represent science, but rather tried to reconstruct it. In psy-
chology proper, various cognitive modes of theorizing are already fully 
acceptable as alternatives to behaviorism, but, in at least some of the 
policy applications of educational psychology, we have such outrages as 
behavioral objectives and management by objectives.

However, I do not wish to undertake any detailed polemic against 
behaviorist psychology beyond the foregoing discussion of models of 
action and action explanation. Rather, I want to focus on just one 
area that would look very different if the control system model were 
adopted. I refer to the area of instructional objectives, learning goals, 
and the means for assessing them. According to conventional wisdom 
we need to specify our instructional objectives not in terms of processes 
the students undergo, but rather in terms of learning competencies 
we wish them to have. After all, it is the competencies that we wish to 
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achieve, and unless we focus on these competencies we may undertake 
processes which really do not contribute to the goals. Furthermore, if 
we state our instructional objectives in terms of learning outcomes, 
we will be able to design tests for assessing how well we have reached 
the instructional objectives. Indeed, most partisans of this approach go 
further and insist that the learning goals be directly defined in terms 
of the tests used to measure them. Such “operational definitions” are 
supposed to be very scientific. What strict operational definitions really 
do, however, is to commit the logical blunder of confusing a measure-
ment with what it is measuring (Petrie, 1975a).

I will concentrate here, however, on those who already appreciate the 
distinction between learning and the measurement of learning. What 
happens is that learning is usually conceived of as learning to do certain 
things, perhaps answer questions of a certain kind, perhaps perform 
physical actions, perhaps engage in critical thinking. Thus an account 
of human action and a model for the explanation of action are needed 
to make sense of the learning. However, under the impact of extant 
measurement methodology we ordinarily pick one fairly stereotypical 
response, or at most a few, that would demonstrate the action or skill 
that is supposed to have been learned. Speed tests in typing corrected 
by a formula for errors are a good example of a standard measurement 
of a good typist. Now, there is nothing intrinsically wrong with such a 
procedure as long as we keep the measurement of the skill conceptually 
distinct from the skill. There is also nothing wrong with relying, at least 
to some extent, on such simplified measures when we are fairly clear 
that the measures do encompass the major part of the simple skill in 
question, as perhaps speed tests do in typing.

Problems arise, however, when policymakers tend to forget the 
distinction between skill and measurement and make decisions solely 
on the basis of the measurement. We are all too familiar with phenom-
ena like teaching to the test, making budgetary decisions on number 
of students per square lecture hour, and so on. Once the confusion 
between measurement and skill is allowed to creep in, it is almost in-
evitable that teachers will aim their teaching at the test rather than at 
the skill. In control system terms, a very different quantity comes to 
be controlled. Teachers start to resist disturbances to their perception 
of progress toward the students’ getting good test results rather than 
toward the students’ acquiring the skill. The two obviously are not 
equivalent, even on operationalist grounds, since they involve different 
behaviors by the teachers.

The students likewise suffer by the confusion. What the clever of 
them learn is not the ostensible skills being taught, but how to get good 



110 Chapter Five

grades and outsmart the teacher. Again we are familiar with students 
who become “test wise,” who write what the teacher and the tests 
demand, who speak grammatically, and whose heads are empty. Once 
more there has been a shift in the controlled quantity. The reference 
signal for the students becomes expressing themselves well and get-
ting good grades rather than mastering the material. It is the former 
controlled quantities to which students resist disturbances. Yet even 
the students inchoately recognize the confusion when they protest that 
grades often get in the way of learning.

Yet even this would not be so bad if most learning were as simple and 
narrow as learning to type. If we did then confuse skill with measure-
ment and the measurement illegitimately became the reference signal 
for both teacher and student, at least doing well on the measurement 
would overlap with a large portion of skill. The problem arises when 
the learning skills become more complex and outstrip our capacity to 
devise output measures which tap most or even many of the indefinite 
variations necessary to exercise the skill adaptively. Consider skills 
like appreciating music, writing a poem, doing physics, engaging in 
critical thinking, and so on. Instead of admitting the inadequacy of 
our measurement tools, far too many educators simply insist that the 
measurement really defines the skill after all.

How would control system theory help? The problem with the above 
approach is that the measurements get defined in stereotyped output 
terms. What is going on, I have argued, is that the system is controlling 
inputs. No serious problems result if the output description is easily 
translated to the input description or largely overlaps it in ways I have 
already illustrated. But confusion sets in when what is being done (by 
teacher or student) is actually thought to be described in the output 
terminology. Remember, what control systems do is control inputs, 
not outputs. If we confuse the measurement description of outputs 
with the input description of what the system is doing, then either 
the controlled quantity will have subtly shifted and we will really be 
teaching, and children learning, how to get good grades instead of the 
intended skills, or even the students will perceive the inadequacy of 
our procedures for what we claim to be testing.

Control system theory dictates a whole new approach to testing 
for learning. Instead of devising standardized, narrow, output de-
scriptions of what students should be able to do, we must think of 
a variety of things that would count as a disturbance to perceptual 
inputs. If the student really has learned what we intend, the student 
will tend to counteract the disturbance to inputs. This is implicitly 
just what is done on the level, say, of a doctoral oral. The amount of 
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varied disturbances that can be generated in such a setting far exceeds 
what we might do with a standardized test. Questions can be asked 
that disentangle various competing hypotheses as to what the student 
knows, and then these leads can be followed up. The possibility of 
individually varying disturbances also explains why interviews of job 
applicants often provide more information than even the most com-
plete written personnel form.

Notice, too, that it will do no good to say that we must simply make 
our measurements more complex and capable of tapping a wider range 
of outputs. For as long as the test is conceived of as measuring outputs 
in output language, it cannot possibly be measuring what the system 
is really doing, namely, controlling inputs. Or else, the testing proce-
dures themselves run the risk of causing us to change and distort what 
we are really doing; for example, getting good grades on the test. The 
inadequacy of proliferating the measurement of outputs is due not just 
to complexity, but to a logical constraint on how we can find out what 
a student knows. What the system is doing is controlling inputs, not 
outputs, and within its effective range there are an indefinite number 
of ways the outputs can vary to correct for disturbances. Intelligent 
action is adaptive. So what I am urging is an entire conceptual change, 
a shift in perspective, on the part of educational testers from measuring 
outcomes to checking for corrections to disturbances of inputs. Put in 
another way, I believe we need to pay more attention to phenomena of 
perceptual learning and, to repeat an old theme, how experience comes 
to be structured in terms of our theories (Petrie, 1974b).

Although the conceptual shift I am urging would obviously have 
a profound influence on education, I do not mean to imply that we 
should throw out all our standardized tests and start from scratch. 
As with most conceptual changes we need to keep most of what we 
have but learn to see it in new ways, and that in turn will change the 
peripheries and lines of extension. This particular change seems all to 
the good. The shift from a focus on outcomes to a focus on correcting 
disturbances in inputs is a shift toward a more individualized view of 
learning and teaching. We will now have to justify standardization 
rather than the individual’s creative correcting of disturbances. We 
will have to justify standardization on the grounds that routine correc-
tion of disturbances does indeed tap the potential range of correcting 
behavior. What a salutary shift! (See also Petrie, 1979).

The point can be approached in another way. Contemporary test 
theory approaches testing with the model of statistical sampling theory. 
This approach is fine as long as we are clear as to just what it is that 
the tests are sampling. However, recent work shows that test theorists 
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are extremely unclear about this (Tomko, 1980). They have a general 
notion of a domain or repertory of potential responses to test items 
which the subject may exhibit. The test then, somehow, samples from 
these responses. In just what sense “potential” responses can belong 
to this domain is quite a problem for psychologists who deny mental 
capacities, but I will waive that problem. Control system theory can 
contribute here, however, in emphasizing that it is the student’s percep-
tions of the situation rather than the outputs with which we must be 
concerned. The question for control theory is not “Does the student 
select the right answer from a preexisting repertory?” but rather “Does 
the student adaptively remove disturbances?”

Of even more importance, however, is the implication of control 
theory for another feature of test theory. There is a growing realization 
among testers (Cornfield and Tukey, 1956; Cronbach, et al., 1972) 
that the statistical inferences sanctioned by sampling theory are insuf-
ficient by themselves to reach conclusions concerning what a student 
knows or can do. We need, in addition, to infer substantively from 
the description of what is sampled to people’s abilities and knowledge. 
It is not, of course, that we do not make this inference; the problem 
is rather that we make the leap from test score to capacity mindlessly 
and unconsciously. However, the reality of the inference is brought 
home to us in those cases where we intuitively know that the test has 
not measured the capacity. This failure of inference can occur for two 
reasons. On the one hand, we all know of “test-anxious” pupils who, 
nevertheless, really know the material. On the other hand, it is now 
believed, at least by some (Slack and Porter, 1980), that good test scores 
may be due to coaching, rather than real knowledge of the material.

The point is that control system theory provides an empirical 
model for making this second inference from score to capacity. The 
inference will not be deductive or even statistical, but it will show 
how, in principle, to test for whether or not the capacity presumed to 
be responsible for the test scores is really present or not. With regard 
to the test-anxious student, control system theory reminds us to look 
at a wide range of adaptive responses. If the student cannot correct 
disturbances as represented by standardized tests, can he or she correct 
other disturbances? With regard to coaching for the test, control system 
theory calls our attention to the way in which a test answer really is a 
correction to a disturbance of the hypothesized capacity (represented 
by the control system). Does a given question really test the desired 
knowledge, or is it rather something which can be solved in a mechani-
cal way because it comes in a certain standard form? Does the student 
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know the material, or is the student merely “test-wise”? Those are two 
different hypothesized controlled quantities and can be tested for by 
introducing quite different disturbances. This intuitive distinction be-
tween real knowledge and being test-wise is very difficult to maintain 
when one concentrates simply on outputs. Then the test is merely a 
sample of outputs. By shifting to the control of inputs, however, we 
can test for which disturbances are controlled, and how this occurs.

Let me show by an example what shifting our attention to inputs 
means. Intuitively we know that a good teacher should sometimes praise 
a pupil and sometimes correct the pupil’s mistake. Yet if these two teacher 
behaviors are tested in standard ways, they almost invariably cancel each 
other out. If directly observable measures such as praising and blaming 
are used to define an inferential measure of good teaching, then it is likely 
that the inferential measure would prove to be ineffective. The praise 
and blame simply cancel each other out when subjected to standard 
statistical treatments. This sort of result typically leads psychologists to 
be suspicious of inferential measures and to concentrate on behavioral 
outcomes. It is believed that the characteristics of the situations in which 
the teacher should praise and those in which the teacher should correct 
the student should be specified behaviorally. The problem here is that 
such specification is not possible except on the level of “those situations 
which call for praise in order to teach effectively.” The control system 
notion creeps in.

If we approach the situation from the standpoint of control system 
theory in the first place, no such difficulties arise. What good teach-
ers try to do is to control their perceptions of good teaching. If they 
sense an error, they act to remove the error, and sometimes “contrary” 
outputs can both be instances of good teaching. Sometimes praise and 
warmth are needed; sometimes correction and holding to standards. 
“Praise” and “blame” are simply not appropriate independent variables 
to assess good teaching. We need to concentrate rather on teachers’ 
perceptions of what children need.

A second educational example comes from the history of education. 
In Class, Bureaucracy, and Schools, Michael Katz (1971) argues that edu-
cational structures mediate between ideology and the results of school-
ing. Furthermore, this mediation is an absolutely essential one in the 
sense that on Katz’s view the goals of schooling could not be changed 
without changing the structures. Thus, in a sense, he is claiming that 
the function of the educational bureaucracy is to promote class bias 
and racism, where “function” here is a term often used by sociologists 
to indicate some stronger kind of relationship than mere consequence.
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Of course, Katz needs the stronger relation to make his case. If 
the class bias and racism are merely consequences of the system, no 
matter how unwanted, it remains conceptually possible to intervene 
in the ordinary operations of the system to block these consequences. 
It would then be theoretically possible to change the consequences 
without changing the system. And, indeed, just this kind of criticism 
is typically leveled against radical critics such as Katz, who believe we 
must change the system. On the other hand, if racism is a function of 
the system, then perhaps Katz can maintain his stronger thesis.

However, sociological methodologists have typically been unable 
to explicate the notion of the “function of a system” in any way that 
avoids reduction to a straight-line causal analysis. Thus, although 
anthropologists may claim that a rite of passage performs a certain 
function in a society, it is not clear what more this means than that the 
puberty rite has the purported function as a consequence. Similarly, we 
can grant the evidence Katz cites as to racism in American education 
but claim this is nothing more than an undesirable consequence, to 
be eliminated by intervention in the straight-line causal sequence that 
gives rise to the racism.

Control system theory, however, provides the conceptual apparatus 
to find a way out of this impasse. If functional explanation is to be 
anything more than straight-line causal explanation, then it must 
be interpreted in the social sphere analogously to action explana-
tion in the psychological sphere. There must be a reference level 
for a controlled quantity, and the system must be organized so that 
its operation will tend to counteract perceived disturbances to the 
controlled quantity.

Katz believes that a function of schooling is to promote the social 
status quo, and, hence, to limit social mobility. To prove this he needs to 
find cases in which it looks as if the schools are trying to promote social 
mobility and then check to see if the school system reacts to counter 
this disturbance. Thus, the inability of society to absorb overeducated 
young people, and the recent arguments that not everyone needs to 
go to college, would seem to be evidence in favor of Katz’s hypothesis, 
as would the renewed attacks on the native intelligence of blacks just 
at a time when they are beginning to gain access to “establishment” 
higher education. On the other hand, the single most potent source of 
criticism of society continues to be the universities. It is still the case 
that nowhere else can a radical get as influential a hearing. Such facts 
argue against Katz’s hypothesis.



 Assimilation 115

Of course, my purpose here is not to judge the truth or falsity of 
Katz’s thesis, but only to point out the kind of argument he needs if 
he is ever to convince the liberal establishment of the thoroughness of 
his critique. He must not merely build up evidence of class bias as a 
consequence of schooling, no matter how widespread. Rather, he must 
look at those crucial cases where there would appear to be a disturbance 
in the hypothesized controlled quantity and see if the system acts to 
counteract that disturbance.

Finally, let me briefly sketch a problem in ethics and education to 
illustrate the versatility and scope of the control system analysis. The 
problem is that of indoctrination. It is agreed on all sides that educa-
tion ought not to be indoctrination, and yet a persistent criticism is 
that formal education—schooling—does indoctrinate. Once more, I 
am not here concerned with the merits of the arguments, but rather 
with illustrating a point upon which control system theory can shed 
some light.

One of the main issues in the dispute is over the nature of indoctri-
nation. Does it require intent? It has been argued (Rosemont, 1972) 
that analyses of the concept of indoctrination are beside the point if 
the teacher’s activities, intended or not, end up with the student’s being 
indoctrinated. This is a position similar to that taken by the partisans 
of concentrating on learning outcomes rather than instructional pro-
cesses. What in fact do our educational institutions produce, and is 
that a good thing?

There are at least two points that might be raised from the perspective 
of control system theory. In the first place, we can ask whether or not 
the indoctrination that is supposed to result from schooling is a mere 
consequence or a function of schooling. If it is a mere consequence, 
then we conceivably could block the causal sequences that produce 
indoctrination without essentially changing the system. This might, 
for example, be what we should do to eliminate sexism in schools. 
Raise the consciousness of teachers, eliminate sexist readers, and so 
on. On the other hand, if indoctrination is a function of the school 
system, then no such measures will suffice, for the system will coun-
teract such disturbances and find new ways to indoctrinate. Thus, as 
in the Katz example, we see the type of argument needed to show that 
indoctrination is a function of schooling. Not only must it be shown 
to result from schooling, but it must be shown to persist in the face 
of “disturbances.”
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However, the second point has to do with the ethical question of 
the extent to which we may properly hold teachers responsible for 
indoctrination. This point is crucial if it turns out that a given case of 
indoctrination was at most a mere consequence of schooling and not a 
function of it. In such a situation, teachers should be vitally concerned 
as to whether or not they were at fault. The situation is tremendously 
complex (see Snook, 1970, 1972). Sometimes responsibility follows 
only if we determine that the teachers did intend to indoctrinate. In 
other cases—e.g., if they should have known better—we want to hold 
teachers responsible even if they did not intend to indoctrinate. We 
can also construct cases in which the teacher did intend to do X, did 
not realize X was indoctrinating, but should have realized it, and so 
on. My point is that judgments of what the teacher was doing figure 
centrally in all these ascriptions of responsibility.

Intentional action, conscious or not, is either action done with a 
certain intention or a necessary part of such an action. The control
 system analysis of an action done with a certain intention is straightfor-
ward. The intention is the highest-order reference signal operative, and 
I have already indicated how to test for that—introduce a disturbance 
and see if it is counteracted. But we are also acting intentionally if our 
subactions are parts of an action done with a certain intention. Thus, 
intentional acts are subparts of actions done with an intention. They 
are control systems lower down in the hierarchy in which the action 
done with an intention is the highest unit. And the test for whether a 
certain action is intentional is the same—introduce a disturbance and 
see if it is counteracted. A necessary condition for holding a teacher 
responsible for indoctrinating would be whether the behavior which 
resulted in indoctrination was intentional under some description or 
other, and that is something for which we can test. Once more con-
trol system theory provides a deeper insight into how to approach a 
significant educational problem.
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1. Accommodation and the New-Knowledge Horn

I have urged that a general concept of adaptiveness is needed as a 
replacement for the discredited attempts to grasp either the new-
knowledge or the old-knowledge horn of the Meno dilemma. It would 
emphasize the processes of acquiring knowledge rather than the static 
analysis of structures of knowledge. As such, adaptiveness promises 
the possibility of slipping between the horns of the Meno dilemma, 
and with its emphasis on the processes of conceptual change seems 
peculiarly appropriate to an educational epistemology.

That part of adaptiveness in which conceptual schemes do not 
change radically, but are merely elaborated and modified in minor 
ways, I have called assimilation. The key concept in understanding as-
similation is that of the broadened notion of norm-regarding behavior. 
That is, the reasonableness and adequacy of our conceptual schemes 
are to be understood by noting that these schemes involve an implicit 
appeal to norms or rules. The rules that constitute any given scheme 
unify otherwise very disparate physical stimulation and physical be-
havior as being situations of the same kind. These rules also provide 
the standards of intelligence and reasonableness—they allow us to as-
sess our perceptions, behavior, and beliefs. The move has been from a 
concern with finding ultimate grounds of knowledge and enquiry to 
the process notion that our enquiry will be rational if it is carried on 
in terms of our conceptual schemes which are in turn constituted by 
rules and norms of procedure and assessment.

In the preceding chapter I explained the processes of norm-regarding 
behavior or assimilation to rules in terms of the control system model of 
action. However, the causal and assessment functions of rules have been 
thought by many to be incompatible. Psychologists tend to emphasize 
the causal nature of an appeal to rules, and, as a result, run the risk of 
failing to be concerned with learning and knowledge. A behaviorism 
that supposedly concentrates only on processes is the all-too-frequent 
result. On the other hand, philosophers, impressed by the role of 
rules in assessment and rationality, tend to draw a sharp distinction 
between the normative function of rules and the explanatory concerns 
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of psychologists. This approach emphasizes our concerns with learning 
and knowledge all right, but at the apparent cost of cutting off these 
concerns from the psychologists’ investigations into how we come to 
have beliefs at all. An arid, nonhelpful intellectualism is often the re-
sult. Thus, neither the philosophers’ nor the psychologists’ approach 
to rules fits the criteria for an account of assimilation.

However the criteria of continuity, diversity, and reasonableness can 
be met by the control system model of assimilation of experience, where 
experience is understood in a full-blooded way as involving the interac-
tions of perception, purpose, and activity. Since what are controlled are 
perceptions, very different physical events can be seen as falling under 
the same norm, meeting the criterion of continuity. Since we are freed 
from the bogus demand to account for indefinitely varying outputs, 
we can see how a control system can plausibly operate in a variety of 
perceptual environments (within the given effective range of control) 
to produce flowing, adaptive, intelligent behavior, thus meeting the 
diversity condition. And, finally, reasonableness within a given con-
ceptual structure has been accounted for as well. For if the norms of 
reason are not themselves under question, then they can be conceived 
of as higher-order reference signals which condition the lower-order 
systems by providing reference signals for them. Intelligent behavior is 
thus explicated by the basic control system unit of organization itself, 
and reasonableness is accounted for by higher-order control systems 
governing the various kinds of intelligent behavior we might employ.

But assimilation remains only one part of the strategy of meeting 
the Meno dilemma by an appeal to adaptiveness. Even if I was wholly 
successful in the preceding chapter, I will at best have pointed to some 
new directions in understanding how our experience is to be under-
stood, categorized, and processed in terms of existing, relatively stable 
conceptual schemes. Since the nature of such schemes seems change-
able and not discoverable a priori, the other part of any account of 
adaptiveness involves asking the question of the source, adequacy, and 
reasonableness of radical changes in these conceptual schemes. How, 
and under what conditions, do those schemes themselves change in 
response to both the editing effects of an independent reality and our 
human purposes? To put the contrast another way, I have argued that 
rules provide the explication of how conceptual schemes change ex-
perience. But since there is no absolutist source of those schemes, the 
other part of the question of adaptiveness is whether it can explicate 
the source, adequacy, and reasonableness of changes in the rules which 
constitute the conceptual schemes.
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In short, I must now give an account of accommodation, of how we 
change our conceptual schemes to fit our experience. And, ultimately, 
I must account for the connections and discontinuities between assimi-
lation and accommodation. It is only in this way that adaptiveness as 
the way of meeting the Meno dilemma can be shown to be appropriate. 
As my analysis of assimilation gives us a more adequate understanding 
of the old-knowledge horn of the Meno dilemma, so now my account 
of accommodation will provide a more adequate understanding of the 
new-knowledge horn. Finally the continuities and connections between 
assimilation and accommodation will provide the account of reflective 
equilibrium which, I believe, will ultimately allow us to slip between 
the horns of the Meno dilemma.

The first step in any account of accommodation must be to acknowl-
edge the existence of alternative conceptual schemes. Different ways 
of conceiving of and thinking about the world seem to have existed at 
different times in the history of scientific thought, and these ways seem 
sufficiently unlike each other to warrant being called different concep-
tual schemes. In addition, there are the social-anthropological findings 
that draw our attention to the different ways in which different cultures 
view the world. Educationally, this diversity currently manifests itself in 
a mistrust of the homogenizing, “melting pot” function of education 
and a call for an emphasis on “pluralism.” At the same time, the grow-
ing influence of developmental theories such as Piaget’s in psychology 
attests to the possibility of a succession of conceptual schemes within 
the space of the cognitive development of a single individual. So there 
is no question but that we do sometimes enquire into and learn things 
that are radically new, i.e., that do not fit into our current conceptual 
schemes. Any account that admits the existence of different conceptual 
schemes will meet the criterion of conceptual diversity.

There is, however, a philosophical objection to such an admission 
of conceptual diversity (see, for example, Davidson, 1973-74). The 
objection is this: Even to assert that there can be radically diverse con-
ceptual schemes is to involve ourselves in either an outright falsehood 
or an incomprehensible claim. On the supposition of radically diverse 
conceptual schemes, the criteria of reasonableness, even of intelligibil-
ity, are relative to a conceptual scheme. We must understand the claim 
that there are diverse conceptual schemes within another conceptual 
scheme. Thus, that conceptual scheme, the one used for understand-
ing the diversity, has encompassed the diversity after all and shown it 
not to be a radical diversity. On the other hand, if the claim that there 
are diverse conceptual schemes is supposed to transcend conceptual 
schemes, then it is incomprehensible, since the criterion of intelligi-
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bility is relative to a conceptual scheme. (Although it is not a part of 
the objection proper, it is this kind of move that, I think, lies behind 
many philosophers’ reluctance to give up attempts to grasp the old-
knowledge horn of the Meno dilemma. Impressed by this objection, 
they feel that the conceptual scheme that enables them to make sense 
of the claim of conceptual diversity must, after all, contain sufficient 
old knowledge to enable them to understand the possibility of new 
knowledge.) What am I to make of such an objection?

The answer to this kind of argument is to admit its premise but to 
deny that anything disastrous follows. In other words, I admit that 
the way in which I, or anyone else, understand alternative conceptual 
schemes is indeed in terms of that person’s own conceptual scheme, 
and in that sense the diversity is not, within the conceptual scheme, a 
radical one. Put in yet another way, I cannot conceive of radically dif-
ferent conceptual schemes, for if I could, they would not be radically 
different. And yet, I can push against the limits of my own conceptual 
scheme in various ways. Good science fiction writers do it all the time.

We can also see in the historical record evidence of some fairly impres-
sive and far-reaching conceptual shifts. I have illustrated several “midsize” 
changes in chapter 4 already—combustion, the rotation of the earth, 
and Newton’s laws. Other examples could be given of “larger” changes, 
the Copernican Revolution, the recognition of gases as “substances,” the 
relativity of space-time, and so on. It may well be admitted that from 
our current standpoint such differences are comprehended within our 
own (unitary?) conceptual scheme, but surely that is a contingent histori-
cal achievement of ours. Even though we must interpret both pre- and 
post-Copernican thought from our standpoint, the historical evidence is 
simply overwhelming that the conceptual schemes of pre-Copernicans 
were much different from those of post-Copernicans. The burden of the 
first part of this book has been to show that there is no absolutistic frame-
work from which to judge conceptual changes, i.e., no old-knowledge 
approaches succeed. We have every reason to suppose, historically, that 
our own current conceptions will likewise change in similar radical ways, 
even though future historians in their turn would presumably compre-
hend the changes from their own conceptual schemes. The point is that 
from the fact that our only access to conceptual diversity is through our 
own conceptual schemes, it does not follow that such diversity is not, 
after all, a centrally important fact for epistemology.

In a sense, it seems to me that proponents of the objection are sim-
ply calling attention in a somewhat perverse way to the second criteria 
of adequacy that an account of accommodation must meet—namely, 
conceptual continuity. That is, despite historical diversity and the pos-
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sibility of future conceptual change, we do have to give some account 
of the continuity of the changes in conceptual schemes.

But how can we speak of the “reasonableness” of changes in concep-
tual schemes? Is not the idea of reasonableness tied up with a conceptual 
scheme and hence inapplicable to changes of conceptual schemes? In 
particular, are not the norms of reason—those very general, very per-
vasive rules of consistency, relevance, impartiality, and the search for 
grounds for belief and decision—constitutive of all conceptual schemes?

I am willing to grant that our current (ordinary language) account of 
justification and giving reasons involves an appeal to the basic rules and 
procedures embodied in what might be called the norms of reason. It also 
seems to follow from that account that any question of whether those 
most basic rules and procedures are themselves reasonable, rational, and 
justifiable would itself presuppose some yet higher order set of norms and 
rules in terms of which we could answer the question. Now either this 
higher-order set is somehow self-evident, or we are involved in an infinite 
regress. I have already argued that such norms and rules are not self-evident, 
at least not in any helpful way. Does that mean we must be involved in 
a regress? Not really, if we recognize precisely what the history of the at-
tempts to demonstrate the self-evidence of the norms of reason teaches 
us—namely, that there is at least some diversity and change involved. If 
that is so, then why not consider changing our concept of justification and 
rationality to include not only assimilative processes of giving reasons in 
terms of our existing conceptual schemes, but also the historical processes 
which have led to changes in these conceptual schemes? Those processes 
will then provide the basis for an account, not merely descriptive, of the 
development of rationality. It will be not merely descriptive because it will 
lay bare how the changes were adaptive. In short, this whole book can be 
taken as an extended argument to the effect that we ought to change our 
concept of justification and rationality to include the substantive historical 
processes that have led to changes in human thought, both in general and 
in terms of the special sciences. I am arguing for a conceptual change, a 
change that will join much more closely an account of the justification of 
belief with a historical account of our belief in justification.

Basically this change has two elements. One of the elements of the 
change has permeated much of the earlier discussion in this book. Our 
current concept of rationality seems to locate rationality primarily in 
static analyses of scientific theories or conceptual schemes. It is the 
structures of those theories and schemes that are supposed to provide 
the basis of rationality. I have argued that this concept should be 
broadened to take account of the purposes and activities of scientists. 
In short, I have urged a shift away from a concern with the analysis 
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of scientific knowledge structures to a concern with the processes of 
scientific theorizing. The philosophical concern for truth is, I believe, 
better interpreted as adapting to the world than as understanding the 
world.

The other part of the proposed change in the concept of rationality 
that I am suggesting is that we take seriously the historical growth of 
knowledge. What this means is that an irreducible part of judging any 
proposed knowledge variant rational is the retroactive considerations 
we bring to bear on the variant. That is, we shall not always be able to 
settle from our present vantage point the rationality of a proposed vari-
ant. As I shall argue below, the way in which we retroactively determine 
the rationality of knowledge variants is through a broad evolutionary 
notion of variation and selective retention.

The educational significance of this second proposed change in the 
concept of rationality is profound. We must distinguish the reasonable-
ness in current ways of looking at things from the rationality of changes 
in conceptual schemes, the latter to be seen, in part, retroactively. Thus, 
if students’ current conceptual schemes are reasonable, we may be able 
to justify to the student the rationality of changing those schemes only 
after the schemes have been changed. A proper appreciation of the twin 
notions of current reasonableness and retroactive rationality is crucial 
for educational theory.

2. Anomalies and New Knowledge

Recall that under the control system model of assimilation, what the 
system does is to counteract disturbances to the controlled quantity. 
To the extent that the perceived situation deviates from the norm 
being controlled, the system acts, in its normal range of control, to 
remove this disturbance. There is undoubtedly a complex hierarchy 
or heterarchy of control systems operating in ordinary circumstances, 
but the idea of the normal or typical range of control is an important 
one. What happens when a disturbance overwhelms the normal range 
of control, and does so in a way so persistent that ordinary correcting 
mechanisms do not work? In short, what happens when our concep-
tual schemes are no longer adequate to assimilate experience and we 
must rather accommodate our conceptual schemes to our experience?

From the point of view of a control system an error is an error, but 
upon analysis the error can be seen to come from either of two very 
different places. Recall that an error is the difference between the refer-
ence signal, i.e., the controlling norm, and the sensor signal, i.e., the 
sensed situation. Thus an error could be due either to the fact that the 
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actual situation differs from the guiding norm or to the fact that the 
guiding norm is “asking too much.” And indeed we are familiar with 
both kinds of errors in ordinary situations. I may lose my job because 
the external economic situation causes a retrenchment in universities. 
If we assume I have a norm of “adequate income” guiding my activity, 
then the sensed error of “inadequate income” will be due to the fact 
that I do not have a job. On the other hand, my expectations of an 
adequate income may be so high that not even the highest academic 
salary would meet my expectations. The result would be the same—an 
error of “inadequate income”—which my ordinary ways of behaving 
are insufficient to overcome.

Now the notion of an error, or a problem, or an anomaly is a 
recurring one in analyses of enquiry and thought. It is particularly 
familiar to educators, appearing as it does in Dewey’s (1938) celebrated 
analysis of a complete act of thought. For Dewey, an error is a sensed 
difficulty which sets thought off on the round of problem solving, and 
my analysis, with its abstract concept of error, is certainly compatible 
with Dewey’s approach. Ordinarily problems are solved and errors 
removed by the persistent application of larger and more involved 
sections of our existing conceptual schemes. I try to find another job, 
for example, or I quit academics and enter a more lucrative field, or 
I lower my income expectations, and so on. What I am concerned 
with, however, are those occasions on which a persistent application 
of our existing conceptual schemes proves inadequate, and we are 
forced to change them.

Let me illustrate this point with two examples, one from the philoso-
phy of science and another from contemporary politics. Thomas Kuhn’s 
(1970b) account of the growth of scientific knowledge is somewhat 
similar to my account of adaptiveness. Just as I use the terms assimila-
tion and accommodation, so Kuhn divides the processes of science into 
two phases, normal science and extraordinary or revolutionary science. 
Normal science is analogous to assimilation in that during such periods 
the scientific community is in possession of (and is even possessed by) 
a paradigm of what scientific enquiry should look like. This paradigm 
is a complicated matter consisting of exemplary problem solutions, 
common theories, shared formulas, agreed-upon definitions of key 
terms, common methodological principles, similar training, and so on. 
In essence it defines what will count as an appropriate problem for the 
science, how that problem should be solved, and what will count as a 
solution. Thus normal scientific activity is very much like what I have 
described as assimilation. The various problems, puzzles, and new ap-
plications of the science constitute the disturbances to the paradigm, 
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and, by the usual workings of the paradigm, these disturbances are 
assimilated to the theory and thus removed. 

However, on occasion these disturbances and puzzles resist the or-
dinary efforts at solution. They seem important in that they ought to 
be solvable within the paradigm, i.e., they cannot be ignored. These 
puzzles call for the attention and effort of the most eminent practi-
tioners of the science. Sometimes the puzzles yield to such further 
concentrated effort, and sometimes they do not. When the puzzles 
persist and cannot be assimilated to the existing paradigm, Kuhn 
calls them anomalies, and a crisis stage is entered wherein the very 
foundations of the science come into question. We enter the arena of 
extraordinary science. If there is no reasonable alternative to the existing  
paradigm, the anomalies are stored, but not forgotten, and the field is 
not characterized by steady advance. If there is an alternative paradigm 
that can account for the anomalies in some way, sometimes by actu-
ally showing them not to be a problem, there is a battle and often a 
change of paradigms. This change of paradigms is analogous to what I 
have been calling accommodation. The conceptual scheme is changed 
because of the persistent “error” or anomaly.

Consider next the gradual changes that overtook the consciousness 
of many Americans as the Watergate affair eventually led to the resig-
nation of Nixon as president. As various problems occurred—e.g., the 
blank eighteen-minute section on the tape—various efforts were made 
to assimilate such problems to the existing ideological frameworks. For 
example, the media was out to “get” Nixon, the erasure was accidental, 
transcripts of the tapes would be provided, and so on. Then further 
strain was put on our ordinary conceptual schemes; the transcripts had 
deletions, there were contradictions, and so on. The problems became 
anomalies, and in the end only a radical change in ideological and 
conceptual scheme could accommodate the anomalies. A man elected 
president of the United States by a landslide majority had participated 
in a cover-up of criminal activities. This was a difficult change for many 
people to undergo, and the fact that it has still not occurred for large 
numbers of people illustrates another feature of the interplay between 
assimilation and accommodation. If one is assiduous in processing 
experience with the use of existing conceptual schemes, the errors can 
often be reduced. This, of course, happens only at a cost—the cost of 
holding some rather strange and what we might call fanatical views, 
or alternatively of so insulating oneself that error-causing experience 
can be largely avoided.

What both these examples show is a continuum of changes between 
the simple assimilative operation of routine control systems and the 



 Accommodation 125

radical changes of concept that sometimes characterize scientific revolu-
tions. The attempts to assimilate before an accommodation occurs will 
be seen as “ad hoc” or “inappropriate” only ex post facto, from the point 
of view of an achieved accommodation. This is because the anomaly, 
qua anomaly, is defined in terms of the prior conceptual scheme. An 
accommodative solution, qua solution, will be seen as such only from 
the point of view of the successful change. An anomaly from the point 
of view of the successful accommodation will often have changed its 
character, sometimes not even appearing as a puzzle for the new con-
ceptual scheme. The important point for now, however, is that the kind 
and range of changes in conceptual schemes forms a continuum, and 
it thus is not helpful to try to specify in advance just what will change.

It is important to note here that the persistent error that becomes 
an anomaly forcing an accommodation is not arbitrary, even though it 
depends upon the cognitive structure of the person for whom it is an 
error. This is clear when the error is due primarily to the sensor signal. 
No matter how much we may want to see a given situation as structured 
by a certain norm, the actual environmental laws that mediate the out-
puts of the control system in correcting the sensed error may simply not 
allow such a correction to be made. At the same time, the widespread 
phenomenon of people’s continuing to see what they want to see shows 
that the brute facts of the world force changes in our conceptual schemes 
only with great difficulty. The control system model gives a picture of 
both how we can perceive what we want to perceive for a long time, and 
how we may not be able to do so forever. But even in the case in which 
the anomaly is primarily due to the reference signal, the situation is not 
arbitrary. For the reference signals of any reasonably experienced human 
being are the product of heredity and a long history of experience with the 
social and physical world. Thus, even though the anomaly is a “sensed” 
anomaly in that it is the difference between a sensory representation 
and a norm as represented in a given individual’s cognitive structure, 
the error is not merely subjective.

The task then is to specify a mechanism for the generation of variants 
in conceptual schemes. These may be individual concepts, groups of 
concepts, relations between them, ways of applying the concepts, and so 
on—all the kinds of conceptual change I have already illustrated. The 
variants must be reasonable, in terms of both initial plausibility and 
ultimate acceptability. There is an important discontinuity between the 
problem’s being seen as an anomaly from the initial conceptual scheme 
and its being seen as “solved” from the second conceptual scheme. 
Despite this difference a sense of continuity must be demonstrated 
between the two conceptual schemes. 
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3. The Variation and Selective Retention Model

Once we have given up trying to grasp the old-knowledge or the new-
knowledge horn of the Meno dilemma and recognized the complemen-
tary strengths and weaknesses of these approaches, an evolutionary 
account of accommodation becomes the most natural alternative. If 
we look at biology where an evolutionary account has had some suc-
cess, the analogies with the conditions set by the Meno dilemma are 
suggestive. The problems faced in trying to understand the origin and 
growth of biological species are similar to those faced in looking at 
the origin and growth of knowledge. On the one hand, it was once 
assumed that biological species are simply given in terms of natural 
kinds, and the only problem of growth and change was that of how 
these essentially given species were elaborated and could reproduce. 
This was the biological analogue of the old-knowledge approach to 
the Meno dilemma. Some basic knowledge was given in one ontologi-
cal form or another (abstract forms or concrete particulars), and the 
problem of the growth of knowledge was how these are elaborated. 
But just as no plausible case could be made for foundational elements 
of knowledge, neither could a case be made for the ultimate givenness 
of biological species. The historical facts of conceptual diversity and 
conceptual change could not be overcome, nor could the historical 
facts of species diversity and species change.

The new-knowledge alternative in the case of the growth of knowl-
edge emphasized the radical newness of conceptual variants. Similarly 
in biology there has also been a revolutionary kind of view. It was held 
that species do change, but almost as if by magic and with no account 
given of their perpetuation and growth, or why earlier species die out. 
In the philosophy of science, Kuhn is often accused of propounding 
such a revolutionary account of paradigm change (Toulmin, 1972, pp. 
98-117). The problem seems to be that the connections between the 
earlier and the later paradigms and the reasons for changing from one to 
the other are left mysterious. Thus the strength of the new-knowledge 
approach is its recognition of new conceptual variants. Its weakness is 
its inability to account for the source and reasonableness of these vari-
ants. Similarly in biology, once it is admitted that new species emerge 
and old ones die out, the problem is to account for such changes in 
an intelligible, nonmysterious way.

The solution to this problem in biology was, of course, the intro-
duction of the variation and selective retention model of explanation. 
Very crudely, the individuals of a species vary in their manifestation 
of certain traits. Sometimes novel traits are exhibited. If the ecology is 
such that these variations provide the individual with a more advanta-
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geous breeding position, then the traits will gradually come to spread 
throughout the species. This is so because the less-favored individuals 
will reproduce fewer of their kind. Variants are retained through the 
mechanisms of genetic transmission.

I do not mean to imply that there are not still problems and contro-
versies within biology concerning evolution; they abound. But what 
does seem clear is that the variation and selective retention model of 
explanation seems to have been accepted and the controversies range 
within that basic framework. The situation within biology concern-
ing the variation and selective retention model is thus quite different 
from that obtaining in, say, psychology, where I urged the adoption of 
the control system model as opposed to the stimulus-response causal 
generalization model. The type of argument appropriate for choosing 
a basic model for organizing a given field is quite different from the 
disputes that arise within the field once the model has been adopted. In 
Kuhn’s terms, the arguments over a basic model are more characteristic 
of extraordinary science, while arguments within the framework of a 
model are more characteristic of normal science.

What is important to point out here is that the variation and selec-
tive retention model of change in populations is quite general. The 
biological instantiation of this model is only one form it may take, 
and it does not follow that an explanatory evolutionary model must 
involve biological evolution in particular. Of course, sometimes a more 
general evolutionary account is asserted in which the emergence of 
certain social characteristics is due to biological evolution (Wilson, 
1975). Such a claim is a substantive one, however, and would need to 
be argued on its merits in individual cases. Nothing in the “logic” of 
a variation and selective retention account of changes in populations 
requires a biological basis. Although Donald Campbell (1974), one 
of the evolutionary epistemologists I shall be citing, does believe in a 
“reduction” to biological evolution, another, Stephen Toulmin (1972), 
is at least noncommittal. For the purposes of this book I shall defend 
only the weaker view that a variation and selective retention model is 
appropriate for understanding conceptual change without any neces-
sary reduction to biological evolution.

Thus, in order to apply the model, I need to specify the popula-
tion upon which it works and characterize the variation, selection, 
and retention mechanisms for conceptual change. In the preceding 
chapter I showed how the control system model seems to meet the 
general intellectual demands imposed on an adequate account of as-
similation. I argued that an elaboration of it would prove fruitful. 
Similarly, in this chapter I will show how the variation and selective 
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retention model shows promise of meeting the general intellectual 
demands imposed on an adequate account of accommodation. And 
since adequate accounts of assimilation and accommodation are what 
will give substance to the concept of adaptiveness, if I succeed, I will 
have solved the Meno dilemma.

Unfortunately, a precise specification of the population with which 
I am dealing would require an account of just what a concept is, and I 
have already foresworn that task. Furthermore, I have urged that con-
ceptual change ranges from simple extensions and changes of modes of 
observation to shifts of direction in our basic categories such as substance 
and cause. This diversity renders it extremely unlikely that I could give 
a general account of the population with which I am dealing. Never-
theless, the possible objection that such vagueness renders my account 
inapplicable is not well founded. For in specific cases I can say what 
is undergoing a change. Recall my examples of conceptual change. In 
the first case it was the fairly localized concept of combustion that was 
changing. This was primarily a change of meaning. In the example of 
the tower it was the perspective from which to view the falling object 
that was undergoing a change. In the case of the change from impetus 
to Newton’s laws, a whole theory, including its associated methods of 
measurement and observation, was changing. Since it seems that in 
specific cases of conceptual change a fairly clear specification of what is 
changing can be given, the lack of a general account of the populations 
upon which variation and selective retention work is not a crucial defect.

Another way of approaching the problem of specifying the popu-
lation of conceptual change is provided by Campbell (1974). He 
lists a nested hierarchy of selection and retention processes, and thus 
implicitly specifies a range of populations in which they operate. The 
list begins with nonmnemonic problem solving. This level is simply 
that of locomotor activity of the organism itself to move to either a 
nourishing or non-noxious environment. Second is the level of vicari-
ous locomotion devices. Examples are the blind man’s cane, radar, and 
sight. Then come habits and instincts that can vary. Here Campbell 
makes the interesting point that if a learned habit is advantageous in a 
stable enough environment, then any mechanism that would bring the 
habit into play faster would automatically be advantageous. Without 
invoking the inheritance of acquired characteristics, he can say that 
organisms who learned the habit or parts of it faster or more certainly 
than other organisms would have an adaptive advantage. And so with a 
stable enough environment over a long enough period of time, learned 
habits comprise an ecological niche that can select instinct components. 
“Innate” capacities turn out to be simply a form of species learning.
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Visually supported thought is next mentioned by Campbell, and 
he cites the example of the visual thought trials made by Kohler’s apes 
in solving various fairly complex problems. Mnemonically supported 
thought follows. At this level not only do we have vicarious search 
procedures, such as sight, but we have vicarious representations of the 
ecology in memory. Note the increase of abstraction and complexity 
of what is being varied as we move up Campbell’s levels. A general 
specification of the populations that vary seems implausible, but at 
each level their nature is fairly clear. The next level Campbell calls 
socially vicarious exploration: observational learning and imitation. 
Here we get the crucially important feature of intersubjectivity and 
the “public” nature of knowledge so often remarked by philosophers 
(e.g., Hamlyn, 1971). The eighth level is that of language, and it is 
here that the kinds of conceptual change that are most often fastened 
on by commentators seem to occur.

The next level for Campbell is cultural cumulation where what is 
involved are fairly complete and complex social and cultural forms, 
such as a monetary economy. The tenth and last level is that of science. 
Here is the level of change that concerns Kuhn and Popper, for example. 
What emerges from even a brief consideration of such a collection of 
levels of selection processes is the ubiquitous nature of the variation 
and selective retention model and the concomitant impossibility of 
giving a general account of the populations on which the model works. 
At the same time the levels themselves begin to point the direction for 
specifying the requisite populations in specific cases of change.

The discussion of the wide range of populations that might be ap-
propriate for a variation and selective retention model leads to a con-
sideration of the wide range of ecologies of these populations. Most 
obviously, of course, there is the brute physical world itself. Vision is 
a successful vicarious locomotion system because of the very signifi-
cant, but contingent, overlap between visual opacity and locomotor 
impenetrability. Yet the match is not perfect. We completely lose our 
bearings when we try to see in dense fog, and people unsuspectingly 
still run into glass doors. So the world not only partially accounts for 
the system we do have, but also poses problems for human inventive-
ness. Given the complex organisms we are, the effects of the world as 
an ecological system on us are almost always indirect. Most of what 
we deal with are our representations of the world. From our systems of 
perceptual representations of sight, sound, touch, taste, and smell, to 
our complex scientific theories of atomic physics, what we actually deal 
with are exceedingly complex systems of representations. Indeed this 
follows from the earlier considerations regarding the theory-ladenness 
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of observations. We have no experience, qua experience, that is not 
informed by our conceptual structures.

Among the significant portions of the ecologies in which we find 
ourselves are the systems of social representations. Not only must we 
deal with other persons as objects in our scheme of physical represen-
tations, but they also form significant parts of the social world. From 
the earliest contacts of warmth and nourishment to the social processes 
of education to the intimate relations of lovers, the fact that there are 
other organisms with which we must deal forms a major portion of the 
ecology against which our variations must be tested. Given an economy 
of moderately scarce resources, it seems that social organization would 
prove to be a highly adaptive mode of behavior. Thus in the evolution-
ary perspective, we can view the major human institutions as relatively 
adaptive (so far) embodiments of some very basic human needs and 
purposes. Legal and political systems embody modes of adjudicating 
conflicting claims over scarce resources. Economic systems assign rela-
tive values to the goods needed for life. Science embodies the general 
need to know what the world, physical and social, is like if we are to 
carry out virtually any of our purposes. Morality is concerned with the 
need for judging among competing purposes and values. And so on. 
The point is that although clearly fallible and contingent, the modes 
of justification embodied in these social institutions provide ecological 
niches into which any proposed variant must prima facie fit.

4. Variation

I turn now to a consideration of variation mechanisms. The source 
of conceptual variants does not seem to be a particular problem once 
we presuppose an active, seeking organism, as is done, for example, 
by psychologists as diverse as Skinner, Piaget, and Chomsky. Human 
drives and purposes can, in general, be satisfied only through activity, 
and I have already indicated the intimate connection among purpose, 
activity, and perception in discussing the control system model. What 
needs further elaboration, however, is why the variants that tend to be 
proposed have an initial plausibility. This, of course, does not mean that 
every conceptual variant will, in the event, prove out to be acceptable, 
but only that they almost always seem to be in the right “ball park.”

This problem of the initial plausibility of conceptual variants is 
rendered particularly pressing for me since I am urging that a varia-
tion and selective retention model is an appropriate one to account 
for conceptual variation. Such a model is often identified as a random 
variation and selective retention model, or even a trial and error model, 
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where the trials seem wholly independent and at least arational. Once 
such an identification is made, it becomes extremely difficult to see 
how the apparently insightful nature of most variants could possibly 
be accounted for. The evidence, it is argued, clearly shows that we 
simply do not introduce conceptual variants in a trial and error way; 
rather they almost always have some initial plausibility. In addition, 
there does not seem to be time enough to test out all of the possible 
trials, even if it was admitted that they could be generated. A well-
known objection is that it would take an impossibly long time for a 
monkey at a typewriter to produce a Shakespearean play if the keys 
were randomly struck. The variation and selective retention model 
looks incoherent on its face.

The problem here is allowing ourselves to be trapped by misleading 
pictures of “random” variation and “trial and error.” Campbell (1974, 
pp. 421-22) meets this problem head on by insisting that at the very 
least the variation must be conceived of as a blind one where “blind” 
has a very specific technical meaning. “Blind” for Campbell connotes 
(1) that the variation is independent of the specific environmental 
circumstances at the time of the emission of the variant; (2) that the 
trials are not individually correlated with the solution; and (3) that 
any variation subsequent to an incorrect trial does not need to be a 
correction of the previous trial. A trial is appropriately described as a 
“correction,” only after there has been a truly blind search at a higher 
level which in turn constitutes the “wisdom” seen in the subsequent 
“more nearly correct” variation. For example, in Kepler’s search for the 
correct description of the orbit of Mars, first he tried a circle and then 
an oval; the next variation had to fall between the previous two because 
at a higher level he knew that the orbit could not be so discontinuous 
as to jump in and out of the smooth curve joining his observed points. 
Thus the “correction” depended on already-achieved knowledge about 
the generally smooth curves describing the orbits of stars, and knowl-
edge of such continuity was the earlier achievement of blind variation. 
Another example of a blind variation for Campbell is the sweep of a 
radar. The sweep, although systematic and rational, meets Campbell’s 
criteria for blindness noted above. The variation is independent of 
the environment; the sweep is uncorrelated with any objects it might 
encounter; and there are no “corrections” to previous trials.

Campbell’s reason for insisting on blindness in his description of the 
variation and selective retention process is closely correlated with the 
Meno dilemma. He says (1974, p. 422): “The point is also analytic. In 
going beyond what is known, one cannot but go blindly. If one can go 
wisely, this indicates already achieved wisdom of some general sort.” In 
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short, Campbell is saying that if truly new knowledge is to be obtained, 
we will recognize it as such only after it has been selected for. We rec-
ognize new knowledge only ex post facto after selection mechanisms 
have operated. Campbell’s insistence that the ultimate justification of 
a knowledge variant can be made only ex post facto after the selection 
mechanisms have had a chance to operate is a sound one; I made the 
same point at the beginning of this chapter in urging an extension of 
our concept of rationality to include retroactive justification. Never-
theless, the point does not seem to me to have any particular bearing 
on the initial plausibility of the variant, which is the present concern.

Campbell is, however, eager to grant that the variants are insightful 
and do show an initial plausibility. How does he account for this in a 
way compatible with his emphasis on the blindness of the variations? 
He offers three general points concerning the initial plausibility of 
variants. First, there is the already-achieved wisdom which limits the 
range of trials. This was illustrated above in the Kepler example. It 
is not the case that just anything can be varied. We do not start at 
ground zero varying the atomic parts of our conceptual schemes; there 
are no “atomic” parts to vary anyway, but even if there were, what we 
vary contains a great deal of wisdom already selected for. The second 
consideration is the obverse of the first point. If the situation is novel, 
the already-achieved wisdom may be wholly inappropriate; that is, 
there may be a maladaptive limitation on what can be varied. In ei-
ther case, however, the knowledge variants do contain some amount 
of “initial” plausibility (which, of course, does not guarantee their 
ultimate acceptability). The third of Campbell’s considerations will 
be taken up in the next section because it introduces the notion of 
vicarious selection.

These kinds of considerations show what is wrong with the “monkey 
at the typewriter” objection to variation and selective retention. We 
almost never start our variations at the level of individual letters. In 
order to get a proper analogy, we would have to equip the monkey with 
a more complex typewriter. It would have to include whole Elizabethan 
sentences and thoughts. It would have to include Elizabethan beliefs 
about human action patterns and their causes, Elizabethan morality 
and science, and linguistic patterns for expressing these. It would 
probably even have to include an account of the sorts of experiences 
which shaped Shakespeare’s belief structure as a particular example of 
an Elizabethan. Then, perhaps, we might allow the monkey to play 
with such a typewriter and produce variants, but the impossibility of 
obtaining a Shakespearean play is no longer so obvious. What is varied 
really does encapsulate a great deal of already-achieved knowledge.



 Accommodation 133

Variation and selection hierarchies are connected to my assimilation 
and accommodation model in two ways. In the first place, higher-order 
selectors might be operating in the selection of lower-order variants. 
Even if the higher-order selection mechanism is only heuristic, i.e., the 
variants it tries are not guaranteed to be correct, the plausibility of these 
variants derives from the fact that they are selected by a system that 
has, in its turn, already been selected by prior considerations. Thus, 
this is essentially an old-knowledge approach, and, as such, provides 
no particular problem in accounting for the initial plausibility of the 
variants. They are plausible because they have been selected on the basis 
of already-existent heuristic knowledge, however short such knowledge 
may fall of guaranteeing truth. The heuristics built into computer 
problem-solving programs are of this nature. Thus a heuristic strategy 
in a chess-playing program will generate “insightful” moves precisely 
because it represents already-achieved knowledge of the generally best 
moves in the given situations. This “top down” selection process can 
be represented conceptually in terms of the control system model as 
a type of assimilation. The output of heuristics serves to set variant 
lower-order control systems in operation. These lower-order systems 
represent certain moves or sequences of moves. Thus the plausibility 
is that derived from falling under a higher-order norm—the heuris-
tic—and has been examined in the last chapter.

On the other hand, there is the case in which the higher-order selection 
systems, e.g., the heuristics themselves, are being varied. If we assume 
there are no “meta”-heuristics guiding this variation, it is still true that 
the heuristics will be limited by the existing lower-order systems. For it 
is only if variations of the heuristics are compatible with the lower-order 
systems that they will have any effect. Thus even in the case of a “blind” 
variation of heuristics there will appear to be an initial plausibility. An 
example of this has already been mentioned in connection with the 
ecology that a set of learned habits provides for the selection of higher-
order instincts. The instinct is selected for because it provides a faster,. 
more certain way of acquiring the habit. So in accommodation, too, the 
existence of lower-order systems representing old knowledge will give 
an initial plausibility to the variants which are actually radically new. 
For these variants will utilize the existing, “relatively wise” lower-order 
systems both as components and as selective systems of the variation.

The fact that the new-knowledge variants in part already represent 
knowledge of some sort gives us a clue as to how we might mitigate even 
further the harshness of Campbell’s “blind” variation. Recall that cases 
of new-knowledge variation (as opposed to the operation of existing 
higher-order control systems) occur only where there is an anomaly. 
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An anomaly is not merely a disturbance, but a disturbance that has 
resisted the efforts of existing control systems and theories to remove 
it. It thus poses a special intellectual problem for our adaptive processes 
to solve. The anomaly is defined in terms of our existing conceptual 
schemes or control systems. Thus its initial significance is constituted 
by our current ways of looking at things. And in turn this means that 
putative solutions of the anomaly will also depend for their general 
characterization on the norms of reason as embodied in our current 
conceptual schemes and paradigms. Thus, the variants we initially try 
are bound to seem initially plausible, and this for two reasons. First 
they will be variants of components that represent already-achieved 
wisdom as noted above, but, second, they will be variants seen as rea-
sonable for removing an anomaly—and an anomaly is defined as such 
in terms of existing notions of reasonableness. In short the variants are 
focused not on a new way of looking at the world in general (although 
that might be the end result), but rather on specific problems that by 
definition are calling out for reasonable solution (Blachowicz, 1977a; 
Haynes, 1976). All the data must in principle be accounted for by the 
new variant, but, in terms of the genesis of the variant, part of the data, 
namely, the anomaly, is much more relevant than the rest.

Whether or not focusing variants because they are responses to an 
anomaly contradicts Campbell’s notion of blind variation, I am simply 
unsure. Such focusing still seems to be independent of detailed envi-
ronmental conditions, and the trials seem individually uncorrelated 
with the ultimate solution. However, it may be that such focusing 
does constitute a “correction” of a previous trial and hence goes against 
Campbell’s “noncorrection” criterion for “blindness.” But even this is 
not obvious, for the standpoint from which a variation is judged as a 
“correction” also needs to be taken into account. If the standpoint is 
the currently accepted conceptual scheme, rather than the ultimately 
accepted one, then the variants are aimed at, and may well profit 
from, earlier mistakes in attempting to correct an anomaly (defined 
in currently accepted terms). In thus changing the variants we can be 
said to be correcting the trials and even making use of the direction 
of error, for the notions of “error” and “correction” are still defined 
from our currently accepted standpoint. Campbell’s noncorrection 
criterion, however, insists only that the trial not be a correction from 
the standpoint of the ultimately accepted solution.

However, once we can take a historical point of view and see both 
the original conceptual scheme and what it ultimately becomes, then 
what counts as a solution in the later scheme may be quite differently 
defined from what would have counted as a solution in the earlier con-
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ceptual scheme. Indeed sometimes the “anomaly” from the earlier point 
of view simply is “solved” by dropping out of consideration. After the 
Michelson-Morley experiment, there was no more aether. Motion in 
a straight line was “unnatural” and problematic to Aristotle; falling to 
earth was problematic to Newton. If I am right in my reinterpretation 
of testing for learning, the problem of specifying learning outcomes 
will be changed to that of seeing if disturbances are counteracted. 
Campbell points out that from the point of view of the later solution, 
early variants are often not reasonable and do not correct the errors 
precisely because they make use of what seems a reasonable variant 
from the earlier conceptual scheme. If the ultimate solution turns out 
to be a revision of some of those earlier conceptions of reasonableness 
or ways of looking at the world, then any variant that depends on 
those to-be-changed beliefs and methods, will, ipso facto, not repre-
sent a correction from the resulting point of view. In the sense, then, 
that the early variants need not be corrections from the later point of 
view, we could perhaps retain even Campbell’s third characteristic of 
the blindness of variations, while admitting a focussing effect of the 
anomalies on the variants, thus rendering them more insightful and 
initially plausible. Of course, from the historical perspective of the 
completed accommodative change, we will often be able to pick out 
points in the process when variants look like corrections from both 
the earlier and the later perspectives.

The point I have been trying to make here is that there are a number 
of resources that can be exploited to show that the variations in a varia-
tion and selective retention model can be insightful and exhibit an initial 
plausibility. The model is not just “trial and error.” The variations are of 
items which already embody achieved knowledge, and they are focused by 
being responses to anomalies. The view I have been trying to counteract 
is that which tends to view an evolutionary process from too distant a 
perspective causing it to look like a very implausible revolutionary pro-
cess. At any point in the evolutionary process, we do not start at ground 
zero. We start with a great deal of presumptively achieved knowledge 
and vary it in response to specific problem demands formulated in terms 
not of ultimate adequacy but of our current situation.

5. Selection

Let me now turn to the schematic characterization of selection mecha-
nisms. The essential task here is to show how selection mechanisms 
can provide an account of the ultimate reasonableness of the variants. 
Remember that this account is an attempt to make intelligible the 
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historical processes involved not only in the justification of belief, but 
also in the belief in justification. Thus I am explicitly wedding a causal 
account of how our rational enterprises have arisen with an account 
of how changes in them viewed as a result of variation and selective 
retention would be reasonable. I am making no attempt to give a 
general account of rationality but am rather examining the account of 
rationality provided by a variation and selective retention model. In 
this regard the selection mechanisms are of crucial importance.

In the previous section I urged that variation involves not merely 
random “atomic” trials, but rather very complex focused processes. 
Analogously, selection may involve the life or death of whole organisms 
in the biological instantiation of the variation and selective retention 
model, but not necessarily in its application to conceptual change. 
This point was already hinted at when I discussed the enormous range 
and diversity of ecologies that need to be considered in thinking about 
evolutionary epistemology. Not only is there the influence of the physi-
cal world, but there are also the numerous representational systems we 
have constructed of the world. Indeed these are so ubiquitous that our 
access to the world seems always to be mediated by representational 
systems. Even our descriptions of the direct lethal impact of the world 
on organisms are given in terms of the ways we represent the world. 
Furthermore, among the representational systems we have, the ones 
in which we find social reality are of paramount importance for our 
ordinary notions of reasonableness and objectivity. As I argued in 
chapter 4, it is the social language games and paradigms into which we 
are trained that give sense to our ordinary judgments of reasonableness 
and objectivity. It is social agreement that provides the possibility for 
assimilation in large numbers of cases.

The point is that all of the selection mechanisms for what we ordi-
narily call knowledge are vicarious selection mechanisms—vicarious 
in that they represent the world and that representation cannot be 
thought of as “picturing” reality. We have no direct access to the world 
against which to check our observational representations, and this 
means that our observational representations may be imperfect and 
occasionally in error. There are numerous examples of these gener-
ally adaptive but occasionally errorful observational systems. Sweet 
taste is used as a generally correct representation of nourishingness, 
but nonnutritive saccharin could lead to starvation and possibly even 
cancer. What this means in the abstract is that reasonableness is no 
guarantee of truth.

How does this work in the case of the vicarious representation of 
nourishingness by sweetness? We can easily see how such a vicarious 
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system could have arisen in the first place. Given the large overlap of 
nourishingness and sweetness, the substitution of the immediate judg-
ment of sweetness for the direct trial of all kinds of foods would have 
an adaptive advantage. It would be a reasonable system to have from 
the evolutionary standpoint. At the same time, the representational 
system, qua system, contains its own built-in norms of “how it works.” 
Thus, from the point of view of the system itself the criterion of rea-
sonableness in eating is that food be sweet. From within that system 
alone it does not appear reasonable to question the identification of 
sweetness with nourishingness, and so in some cases, e.g., saccharin, 
the reasonable will fail. Only if the failure becomes widespread is the 
system likely to become “anomalous” in terms of the other existing 
systems, and whether or not the sweetness-equals-nourishingness sys-
tem will change depends upon judging it from this larger framework. 
We see how an evolutionary-pragmatic theory of observational systems 
of representation can develop in a rational, albeit fallible, way. If the 
observational systems “do the job” they are supposed to do for the other 
systems, then they will be acceptable. Remember that “doing the job” 
involves both the pragmatic considerations of how the system works 
in assimilating inputs and the evolutionary considerations that render 
the system intelligible in the first place.

There is a distinction between structural and ecological vicarious 
selective systems that will allow me to discuss accommodative selec-
tion in yet another way. Roughly, structural selective systems select 
variants on the basis of whether they are a variant of a certain kind, 
thus reflecting the already-accumulated wisdom that variants of the 
given kind are generally adaptive. To be a mutant gene a variant must 
first be a gene. To be an alternative theory a structure must first be a 
theory. The role of ecological selection systems is to select from among 
the variants those that have already passed the structural selection test. 
Structural systems account for, e.g., the continuing interest in a demar-
cation criterion for science. If we can on structural grounds decide that 
a given schema, e.g., astrology, is not scientific, we need not expend 
any resources in exposing it to the ecological selection systems, which 
in the case of science is often a costly process.

It should be noted, however, that, as Campbell (1974, p. 421) puts 
it, “What are criteria at one level are but ‘trials’ of the criteria of the 
next higher, more fundamental, more encompassing, less frequently 
invoked level.” What this seems to mean is that the structural criteria 
for a variant’s being a variant of the given kind are themselves variants 
in terms of some higher-order structural criteria (Petrie, 1971a). Thus 
even at the level of the scientific enterprise, the criteria for what con-



138 Chapter Six

stitutes science as a truth-seeking enterprise can be viewed as a trial, 
apparently quite adaptive, to be sure, of higher-order criteria of, say, 
fulfilling human purposes. If we could reach our goals by merely wish-
ing, then we would not have need of the enormously costly processes 
of science to tell us what is possible and what is not.

The point is even more obvious at more intermediate levels. For ex-
ample, replicability is a criterion for good experiments. That is, the abil-
ity of results to be intersubjectively verified in a public social consensus 
is a criterion of anything’s being a “scientific result.” At the same time 
intersubjective replicability can be seen as a trial with respect to higher-
order demands for objectivity. Plato’s appeal to an intuition of the Forms 
would be another trial competing with inter-subjective verifiability as a 
way of reaching objectivity. Again the importance of the public, social 
nature of objectivity as we currently understand it is apparent.

Thus, once more we see the familiar picture of variants in the first 
instance being judged by structural criteria. If the variants pass the 
structural test, vicarious ecological systems—especially observational 
systems of representation—come into play to select among initially 
plausible alternatives. The procedure thus far fits mainly the account 
of assimilation given in the previous chapter. If we look at variants 
in structural criteria from the point of view of a higher-order set of 
criteria, an account in terms of assimilation to the higher-order set 
of concepts is still possible. Of course, lower-order variants may con-
stitute accommodative changes from the point of view of the overall 
conceptual scheme. No intellectual problem occurs, however, as long 
as there are higher-order structural criteria selecting the variants. The 
puzzle occurs when we are looking for selective criteria for variants in 
the highest-order structural criteria.

What selective systems are available for variants in the highest-order 
constitutive rules or concepts of any given rational enterprise? Consider 
the nature of the anomalies which provide the context for a variation 
in the highest-order criteria of a given rational enterprise. If the basic 
rules of methodology and procedure of the enterprise are in doubt, 
but its place in our overall human activity is not in question, then the 
lower-order systems of the enterprise can still provide an ecology for 
selection of higher-order principles of procedure.

This is the sort of case that characterized physics when relativity 
theory was introduced. It may also characterize it today as physicists 
debate whether the search for ever smaller and more transitory “funda-
mental particles” is really providing an explanation of physical reality 
or not. In the social realm ideological debates over liberal capitalism 
versus Marxism or socialism constitute another example. An example 
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in education is the controversy over whether schooling is a form of 
social control or a mode of individual realization. In all of these cases 
the great body of lower-order generalizations, phenomena, procedural 
principles, and so on will have to be dealt with in one way or another 
by any successful variant, and hence these systems provide a selective 
ecology for the variants. In short, the question becomes whether the 
anomalies are handled, even if handling them amounts to dissolving 
them. The anomalies may be dissolved and other data may even look 
quite different after such a hypothesized fundamental conceptual 
change, but those elements are a part of the selective system for the 
variant. It is not that the earlier and the later conceptual schemes must 
account for the same data, but rather that the earlier conceptual scheme 
with its way of looking at the data evolves into the later conceptual 
scheme with its way of looking at the data. The first conceptual scheme 
has, by hypothesis, anomalies; the second does not. The theoretical 
and observational representational schemes have been brought into an 
equilibrium that honors the evolutionary achievements of the earlier 
schemes. It honors these because if it did not, new anomalies would 
arise requiring further adjustments.

There is another way in which we can conceive of existing systems 
operating as selection systems on variations of rules and criteria that 
have no higher-order criteria defining the activity. Human rational 
enterprises form more or less isolable sets of conceptual schemes—poli-
tics, religion, morality, science, and so on. In addition to lower-order 
systems selecting higher-order variants within such sets, there are also 
situations in which the systems from one set can serve as selection cri-
teria for proposed changes in another set. Thus, for example, current 
pressures for a more careerist education can be interpreted as selective 
pressures on the very concept of education. These pressures do not 
come from within education itself so much as from an external social 
system concerned about the role and place of education in the social 
fabric. It is irrelevant in response to such external pressures to point out 
what a marvelous classics department a university may have; that can be 
granted. The question from outside the university is not whether it is a 
good classics department but what the classics department is good for.

It might be objected that what I have done is to sneak back in a 
higher-order selection system that I had hypothesized away. If general 
social concerns can act as selection systems on variations in the concept 
of education, such concerns are more comprehensive and of a higher 
order than the educational concerns. Not at all, for conversely, educa-
tional concerns could act as selection systems on social conceptions. 
In other words the anomalies may be conceived of as arising primarily 
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from inadequacies in our social conceptions rather than from inad-
equacies in our conception of education. Again what will remove the 
anomalies is a reflective equilibrium among proposed variants and the 
remaining conceptual and observational systems.

Just one more example. It has often seemed that truth and the pursuit 
of truth are absolute values and ones that are not properly subjected 
to selection pressures from any other area of human activity. I do not 
wish to deny that the reflective equilibrium reached may in each case 
uphold the value of the pursuit of truth, but I do want to deny that 
we can be assured of that result a priori. In other words I claim that it 
does make sense to question the concept of the pursuit of truth from 
the perspective of other rational enterprises. The example I wish to 
cite here is the very real concern over recombinant DNA research. Not 
only are the areas in which we choose to seek understanding subject 
to selection by other human purposes than the pursuit of truth, but 
also the very nature of that understanding depends at least in part on 
these broader purposes (Petrie, 1977).

My view of adaptiveness as a reflective equilibrium is neither a prag-
matic nor a coherence theory of truth. It is not a pragmatic theory of 
truth for it does not identify what is the case with our ability to deal 
with the world, even though it admits that our ability to deal with 
the world is our only clue as to what the world is like. Nor is it a co-
herence theory of truth for it does not identify truth with the simple 
consistency of representational schemes. Rather I draw a distinction 
between observational or lower-level representational systems and 
theoretical or higher-level representational systems and admit that the 
observational representational systems do provide a selection system for 
the theoretical representational systems. And this is so despite the fact 
that the observational representation systems are themselves fallible and 
changeable. They are pragmatic, evolutionary systems determined by 
the operation of a variation and selective retention model which insists 
on a conceptual distinction between the system and its “fit” with reality.

What this essentially amounts to is noting that representational 
systems that do not “picture” reality in any straightforward way, may, 
nevertheless, serve as vicarious selection systems of conceptual variants. 
And this can occur in a rational, albeit fallible, way. In other words, we 
can allow both that observation is by means of representational systems 
and, hence, theory-laden and unstable, and that we can distinguish 
observational representation systems from other systems and use the 
observational systems as general selection systems for conceptual and 
theoretical variants. This is so because an evolutionary view of observa-
tional systems gives reason to suppose that the stabilities of the world 
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around which such observational systems are organized are stable for 
a whole host of basic activities that human beings pursue. Thus even 
though observational systems associated with different paradigms and 
language games may describe these stabilities in different ways, the 
contours of these varying, descriptions largely coincide as we act in 
the world, and so the observational representational systems possess 
a relative stability and “robustness” across paradigms and conceptual 
schemes (Wimsatt, 1974; Campbell, 1958, Campbell and Fiske, 1959). 
By “a node of stability in the world,” I shall mean the fact that a con-
trol system can be focused on the node and control for it, and a node 
will be “robust” if it can support numerous different control systems.

6. Retention

The notion of robust nodes of stability provides me with the means 
of exploiting Feyerabend’s idea of a pragmatic theory of observation 
(see chap. 3, sec. 2, above) as a way of accounting for the continuity 
of observation through conceptual change. Under the supposition of 
the theory-ladenness of observation, the problem of continuity is how 
relatively stable observational systems are retained despite changes 
that occur in them as a result of coming to be associated with differ-
ent theories. There seem to be two requirements that would render 
these phenomena intelligible, and both of these presuppositions seem 
perfectly plausible. The presuppositions are, first, that there are fairly 
robust nodes of stability in the world and, second, that any represen-
tational system we have for a node of stability interacts with the world 
and other representational systems, providing the basis for similarity 
judgments about the node.

Consider first the requirement of relatively robust nodes of stability 
in the world. Recall that a robust node of stability is one such that the 
contours of a number of control systems, i.e., representational systems, 
focused on the node will coincide. For the sake of definiteness consider 
the node under consideration to be that underlying a physical object. 
Control system theory requires a certain stability of perceptually con-
trolled quantities in order to counteract minor disturbances to the 
quantity. Thus, we can identify the same physical object in different 
lighting conditions because of the stability the object possesses of always 
reflecting light, even if the colors change. Likewise with respect to shape. 
The actual geometric appearance of the object on our retinas can vary 
considerably depending on our perspective, but because the changes in 
geometric progression are unified by a stable single shape, it is conceivable 
that a control system could remove disturbances in projected images by 
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moving around and seeing just those shapes that ought to be seen from 
the various perspectives. Control systems can account for minor varia-
tions against the background supposition of basic stabilities.

The requirement of the robustness of the nodes of stability in the 
world can be seen even more clearly from the perspective of the varia-
tion and selective retention model. The spatial continuity contours 
of physical objects coincide with the light-reflecting contours and 
their touch-resistant contours. This means that in varying the light-
ing conditions, we may vary the color of light reflected by a physical 
object quite dramatically. However, the light reflects from the same 
object as is represented in the modalities of spatially continuous shape 
and touch resistance. We therefore experience a physical object that, 
although differently observable in the color observation system than in 
the spatial observation system, responds in similar ways to our activities 
directed toward it. Thus our color observation representation system 
can come to include a compensation for lighting conditions and still 
be of the “same” object.

This account also applies to the philosophical puzzle of how the 
concept of color could ever be learned without learning the concept 
of the particular color the object is, and vice versa. Color depends on 
the reflectance of light in a stable way; particular colors depend on 
the particular light waves reflected from the surface. The contours of 
“color-reflecting” and “red-reflecting” are, therefore, for a great number 
of purposes, identical; but not for all purposes. It is conceivable that 
someone might in learning colors believe that “color” meant merely 
“red color” (or vice versa). That would be one possible variant of a 
control system we might try out. Until we met either in the natural or 
the social ecology a case where such an identification was inappropriate, 
we might go happily along for some time not distinguishing the two. 
But there are a huge number of instances in the world where the two 
modes of representation are not equivalent for purposes of acting in 
the world. “Bring the colored block,” where there is no red block but 
there is a blue one, will bring a correction from a parent if we fail to 
act. Yet because “color” and “red” both match exactly the same stable 
contours, there is a sense in which we learn the two together.

Note, too, how the robustness of physical objects helps account for 
the question of whether physical objects are “really” hard and impen-
etrable as represented in common sense or clouds of atomic particles as 
represented in physical theory. The contours given by common sense 
happen to coincide with the contours given by physical theory. The 
resistance to touch coincides with the relative denseness of the atomic 
particles in a table compared with the molecules of air at the surface 
of the table. Thus the “same” physical object can be represented in 
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quite different ways, and quite different control systems applied to it.  
Note, too, that it is only a relative stability of the world that is re-
quired—relative to our sensory control systems. Impenetrability to 
touch can be controlled for despite a fairly significant decay of the 
atomic boundary of a table. We are the same people despite the fact 
that the molecules in our body change completely every seven years or 
so. Why? Because the control systems with which we judge sameness 
of persons do not control for atomic-level sameness.

Thus the supposition that at least some of the nodes of stability in 
the world are robust is all that we need to make sense of the possibil-
ity that observational representational schemes can both change with 
changing theories and yet provide a way of testing theoretical repre-
sentational schemes against observational ones by means of reflective 
equilibrium. Robustness means that the contours that we run into by 
means of a variety of ways of acting in the world turn out roughly to 
coincide, and, indeed, this general supposition seems to be well borne 
out by our ordinary experience.*

However, the supposition of robust nodes of stability in the environ-
ment would be insufficient to account for the formation and change 
of observational systems without the second supposition of modes of 
interaction with these nodes that provide selection of variant representa-
tional schemes. In other words, the nodes do not automatically impress 
themselves on a passive receiving subject. Thus the second presupposition 
is that of an active organism pursuing its purposes in the world and try-
ing out various control systems on the world as variant representational 
systems. I have already discussed how such variants can be initially 
plausible and how the different kinds of selection systems operate on 
the variants. Here I want to concentrate on the retention of the variants 
that are selected. Some of the variant control systems will be genetic 
and will be retained or propagated by genetic means. However, a large 
number of the ways of dealing with the world will be retained by social 
means, and these are of crucial importance to education. These reten-
tion mechanisms range from a baby’s learning the concept of, say, “ball” 
to a graduate student’s learning the concept of, say, “complementarity.”

Basically, for social retention mechanisms to work, different or-
ganisms capable of interacting with the “same” (in the sense outlined 
above) environment must be supposed. We need not assume that the 
organisms have the same detailed purposes or ways of representing the 
environment, for whether they do or not can be discovered through 

* Although I cannot pursue it here, the “structural core” view of physical 
theories being developed by Sneed (1971) and Stegmuller (1976) seems very 
similar to my more informal notions of robust nodes of stability.
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their interaction. The variation and selective retention model contains 
a strong tendency for evolutionary achievements at whatever level to 
focus on the knowable, i.e., the robust nodes of stability of the world. 
Variants of control systems that focus on less robust, or less stable, nodes 
tend to get weeded out. Furthermore, the robust nodes of stability 
are reasonably well represented by now in the existing social schemes. 
Thus, the problem becomes one of how to initiate new members into 
these socially sanctioned representational schemes. Education is the 
retention mechanism for a great number of rational enterprises.

What typically happens is this: The student is put in an environment in 
which the physical and social ecological stabilities exist. Through various 
mechanisms already described in general and to be illustrated in more 
detail later, the student tries out a variant control system. The control 
system will typically have an initial plausibility and will match at least 
some of the contours of the stability being learned. Disturbances are then 
introduced, sometimes naturally, sometimes intentionally by the other 
social actors, e.g., teachers and parents. The teachers already know from 
their own case what a correction to the disturbance would look like, or, 
more precisely, they would recognize a correction if they saw it, even if 
they could not specify it in advance. If the student fails to correct the 
disturbance, they point this out in one way or another. If the student 
does something that the teachers do not recognize as being a correction, 
they might try to diagnose with what control system, if any, the student 
is operating and try to move the student from there to where the teacher 
wants the student to be. As Wittgenstein (1958, part II) puts it, at this 
level we train the student to behave as we do, by constantly checking to 
see if the student counteracts disturbances as we would.

The great advantage of social retention mechanisms is that they 
present the student not only with the physical ecology, but also with 
the ecology of other organisms with already-existent representational 
systems putatively about the “same” things. There are thus more chances 
that control system variants on the part of the students that are close 
to the ones being taught, but not quite the same, can be weeded out. 
Thus the ability to distinguish “color” from the specific colors is en-
hanced by the many social ways such a distinction is utilized, e.g., red 
traffic lights, blue balls, and so on. We could get along for some time 
with similar not-quite-right control systems if we relied solely on the 
direct effects of the environment to weed out mistakes.

A child is in a social context from the moment of birth and is con-
stantly having his or her purposes and actions aided and frustrated, 
praised and corrected. Thus the selection mechanisms embodied in the 
social milieu are constantly in operation on the child’s variations. And 
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these social mechanisms embody, on an evolutionary account, virtually 
all of the wisdom of past ages, having survived selection processes in 
their turn. The correcting activities of parents and other people, other 
children as well as adults, ensure that the child learns to take things as 
we do, to make the same similarity judgments as we do, and to per-
ceive the things we do long before the child learns any language, let 
alone the languages used by philosophers, psychologists, linguists, and 
educators for describing what has been learned. What we learn is often 
not identical to the descriptions we give of that learning. Once again, 
learning is the grounding of epistemology, for learning is the main 
retention mechanism for perpetuating selected knowledge variants.

Recall the rough distinction I introduced in chapter 4 among in-
nate, common, and schooled language games. On the variation and 
selective retention model, innate language games turn out to be very 
general ones, selected and retained on biological grounds. The species, 
through evolution, has come to be able to speak a language. Common 
language games are the games we learn to play almost necessarily by 
being thrust into the social situations in which we are brought up. We 
will typically learn to speak a particular language on growing up with 
people using that language. This is the area in which an emphasis on 
the social selection mechanisms is particularly appropriate—somewhere 
between biological evolution and intentional tuition. Finally, schooled 
language games are those, like learning to read, that seem to require 
intentional teaching efforts rather than merely a haphazard interaction 
with the social milieu.

In the case of scientists on the frontiers of knowledge, there is a sense 
in which only the environment can weed out mistaken conceptual vari-
ants, for there is no teacher deliberately testing the variants. However, 
even there, the social system is crucial. For if scientists focus on a node 
of stability, they can tell by means of interactions with the node and 
with each other whether they are focusing on the same one or not. 
Again the method is disturbance and correction. Kuhn (1970b) reports 
the historical fact that new conceptual variants often cluster around a 
given laboratory or a new measuring or experimental device, or a new 
technique of analysis. Such exemplary problem solutions are grounded 
by robust stable nodes, the interaction of the organism with the node, 
and the interactions among the varying modes of representation within 
the social milieu. Social interaction provides the guarantee, although 
it is not infallible, that all the concerned parties are focusing on the 
same thing, whatever that thing is. Notice that such reliability is no 
guarantee of ultimate adaptiveness. Scientists once reliably focused on 
a phenomenon they called phlogiston, but that focus was not adaptive 
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in the larger ecological scheme. That larger judgment is made in the 
process of bringing the observational and theoretical representational 
schemes into a reflective equilibrium.

Let me conclude this section with a brief consideration of a typical 
problem in learning to count. At one point in learning the one-to-one 
correspondence that we believe constitutes the essence of counting, 
children can count up to about twenty, in the sense not only of repeat-
ing the numerals, but also of being able to count that many objects. 
But they cannot “go on” and continue the mapping process, even 
though they may have memorized the higher numbers. The problem 
is to get the student to “go on” as we do. Notice that although we can 
characterize the “going on” in a fairly abstract way as acquiring the 
recursive successor relationship of counting, that kind of description 
is surely not how the student eventually learns to count. It is these 
kinds of examples that lead Kuhn to conclude that what is learned in 
the analogous scientific case is not a “rule of application,” but rather 
the ability to make similarity judgments.

What is necessary here is that the student learn to extend the one-to-
one mapping process which has already been acquired for small groups 
of things to large numbers of objects. However, this must be done under 
descriptions that are relevant to the student’s view of the matter. What 
the socialization process can do in the first instance is to make sure that 
the student does go on as we do. Later we might also teach the student 
to formulate what is being done as we formulate it—i.e., as forming 
a one-to-one mapping. At this basic level, however, it is the example 
we set, the activities we perform (“This makes twenty-one marbles, 
twenty-two, …,” as we move the marbles with the student from pile 
to pile), and the corrections we make to the student’s performance that 
are of crucial importance.

Because of the underlying robust nodes of stability that ensure that 
countable objects do not suddenly split or coalesce, we can be fairly 
certain that the student has got it when his or her activity is as ours is. 
However, there is no guarantee that at, say, a thousand, the mapping 
does not take a radically different turn for the student; we simply do 
not check out how that disturbance would be counteracted.

Counting allows us to deal with the world precisely because certain 
actions of ours in the world pick out contours of robust nodes of sta-
bility that in turn are also made use of and controlled for by higher-
order systems of representation formulated in slightly different ways. 
The explicit rules of arithmetic coincide, at least to some extent, with 
the actions of counting. The boundaries of the activity of counting 
coincide with the boundaries of arithmetic rules, although the latter 
are not constrained by mappings only to physical objects and are hence 
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more abstract. It is in this way that the lower-order “observational” 
or “data” systems can be both relevant to higher-order theories (they 
control for the same boundaries) and yet relatively independent of the 
higher-order theoretical systems of representation (they control for 
these same boundaries in different ways). Thus, the neglected problem 
of perceptual learning is thrown into a new relief (Petrie, 1974b). The 
social retention system of education is thus crucial to the variation and 
selective retention model. The vicarious selection systems contained in 
our social system constitute the rationality of our ordinary conceptual 
schemes and provide the best checks we have for changing our schemes. 
In their turn these systems are justified by the evolutionary view of 
human enquiry sketched earlier in this chapter.

7. Reflective Equilibrium

The variation and selective retention model applies self-reflexively to 
the account of enquiry, learning, and the growth of knowledge I am 
offering in this book. The variation I am suggesting is that the question 
of rationality should be how well our schemes of representation allow 
us to deal with the world, where the special sciences are seen as partial 
answers to how well we deal with the world. The selection mechanisms 
are the criteria of reasonableness to be found in all the areas of human 
enterprise—science, religion, morality, politics, and so on—and not 
merely those explicated by philosophy. On the evolutionary account 
these criteria embody ways of representing fairly robust nodes of stabil-
ity in the world, and the question of the justifiability of any proposed 
variant is settled by how well it fosters a reflective equilibrium among 
our representational schemes and our activities in the world.

The notion of reflective equilibrium is what accounts for how any 
radically new conceptual scheme can be better than the current one 
with which it is in competition. Typically, variants do not arise un-
less there are anomalies within current schemes, and anomalies are 
those problems which by definition the current scheme is incapable 
of handling. If a proposed variant can give us a reflective equilibrium 
among observational and theoretical schemes of representation and 
our actions in the world, it will have removed the anomalies and at 
least given promise that no new ones will immediately arise. The vari-
ant must lead to an equilibrium because equilibrium implies that the 
boundaries picked out by the observational and theoretical systems 
roughly coincide with each other and with our actions in the world. 
If the boundaries did not coincide, we would be unable to deal with 
our total ecology which includes, e.g., our representational systems. 
The equilibrium must be reflective because by now in our evolutionary 
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development, we have evolved social systems for judging adequacy 
and not merely falling into it. In short, we do have an evolutionarily 
grounded belief in justification, which means that part of the selection 
mechanisms will involve subjecting conceptual variants to the standards 
of reasonableness and justification we currently have.

Reflective equilibrium does not guarantee truth, although it does 
encapsulate the search for truth as a goal. That any variant is capable 
of being seen as an attempt at truth is one of the selection mechanisms 
the variant must pass through. It thus remains logically possible that a 
given reflective equilibrium is not, in the end, adaptive. Since no other 
method does guarantee truth, the fallible character of reflective equi-
librium is no objection to it. Furthermore, it must be remembered that 
the probability that any given reflective equilibrium would be totally 
inadequate for dealing with the world is low. After all, the equilibrium 
is of subsystems which themselves have been evolutionarily selected and 
judged reasonable by criteria of adequacy which have in their turn been 
subject to an evolutionary selection. We may change the description 
of the boundaries of our ecology, but it is highly unlikely that we have 
missed the boundaries entirely with our previous attempts. It is in this 
way that we can account for the insights of both old-knowledge and 
new-knowledge attempts to solve the Meno dilemma while at the same 
time counteracting their individual weaknesses. Reflective equilibrium 
allows for truly new knowledge which is validated by old knowledge 
and our activity in the world. Furthermore, the new knowledge may 
end up changing that old knowledge. We can slip between the horns.

Granted, then, that reflective equilibrium is not arbitrary or uncon-
nected with the world on an evolutionary account, there still seems to 
be a problem. For the equilibrium can be reached, it would seem, by 
any number of ways. Someone might assimilate beyond what would 
be appropriate or accommodate much too easily. Recall that I have 
myself raised this problem in the example of the millions of people 
who still refuse to accommodate the fact that former president Nixon 
obstructed justice. Can they be rationally criticized for their persistent 
attempts to assimilate their experience to a concept of an honest presi-
dent? Can it be determined in general when to assimilate and when to 
accommodate since either process can reach a reflective equilibrium 
(Petrie, 1976a, Phillips, 1976)?

The philosophical answer to the question is fairly straightforward. 
Yes, we can often, although not always, say when to accommodate and 
when to assimilate by an appeal to the reflective equilibrium that is 
judged best by reference to the critical judgment of mankind at large as 
opposed to the reflective equilibrium which might be reached by, say, 
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an individual Nixon supporter. That is, we must distinguish between an 
individual or idiosyncratic reflective equilibrium and that of the judg-
ment of the collective human understanding. Nor is the collective human 
understanding to be determined simply by majority vote. It is rather the 
collective understanding reached by the best and most reasonable means 
we have currently available and endorsed by the authoritative reference 
groups in each area. Nor is the appeal to the “best” resources currently 
available question-begging, for as I argued in chapter 4 we must give up 
the search for a general account of rationality and accept instead, in the 
spirit of an epistemology naturalized, the partial accounts of rationality 
offered by the special sciences and areas of human enquiry. Furthermore, 
we can identify the best opinions in those areas without circularity by, 
say, sociological means. The experts thus identified may, of course, be 
wrong, but an appeal to the experts does not by any means make truth 
depend on the experts. On the variation and selective retention account 
it is the experts in any field who would be expected best to deploy the 
variation, selection, and retention mechanisms of the field, and these 
mechanisms can be reasonably expected to have some fairly stable contact 
with the world. So we do in general have an abstract account of when to 
assimilate and when to accommodate, and it matches what we actually 
find in historical practice.

The objection, however, raises an extremely important issue for edu-
cation. To anticipate just a bit, I shall argue in the next chapter that the 
Meno dilemma and the problems it raises for general human enquiry 
have analogues in the case of the learning of an individual. If this is so, 
the educational question becomes when and under what conditions 
are we justified in forcing individual students to accommodate to our 
curricula and what account must be given of the relative autonomy of 
an individual’s conceptual scheme. I shall be spending the next chapter 
pursuing these issues, for I believe that the general account I have been 
outlining offers the promise of being able to reconcile a respect for 
the student’s interests, autonomy, and personal ways of knowing with 
the objective ways of knowing sanctioned by society and embodied in 
standard curricula.

8. Accommodation and Education

For now, however, let me counter several possible educational misin-
terpretations which might be placed on my account of variation and 
selective retention.

Notice first that my evolutionary account gives no solace at all to 
the nativists in the nature-nurture controversy. Indeed, in a sense it 



150 Chapter Six

dissolves the controversy, because those human capacities due to nature 
are seen as a form of species learning and subject just as much or as 
little to a variation and selective retention model as are those capacities 
due to nurture. The question rather becomes what variation, selection, 
and retention mechanisms ought we to concentrate on in our educative 
efforts, and prima facie we might look at biological, social, or school-
ing areas for potential changes. It takes an argument, and one that is 
never given, to say why we should not tamper with genetic material 
but may, nevertheless, enforce our current social selection mechanisms 
of good citizenship. It takes an argument to show why it is acceptable 
to teach children to obey the law, but not acceptable to question the 
law, and so on. Seeing the whole of the nature-nurture controversy as 
concerned with different aspects of the same variation and selective 
retention model should help us recast our questions in new ways and 
force us to take into account the broader context of human activity 
and purpose in deciding what ought to be done.

Another current educational fad that might be thought to find some 
support in my account is the emphasis on pluralism. This emphasis 
is found in a number of places, from a recognition of different indi-
vidual styles of learning, to treating value conflicts as noncognitive by 
certain approaches to moral education such as values clarification, to 
a belief in local control and local differences in educational policy. In 
all these instances we are asked to recognize the existence of a plural-
ism of viewpoints. Not very far below the surface is also the implicit 
and sometimes explicit suggestion that any one of these alternative 
approaches is just as good as any other, and this suggestion seems to 
be based somewhat vaguely on the ideal of tolerance. Is an emphasis 
on pluralism supported by the evolutionary account?

It is certainly true that I have urged the recognition of conceptual 
variants and conceptual diversity. So in the sense that a recognition of 
pluralism is a needed antidote to a dogmatic absolutism in matters cul-
tural, intellectual, valuational, political, and educational, my account 
can be pressed into service. It is also true that a certain limited support 
of tolerance can be extracted from the variation and selective retention 
account. There is a support for tolerance, in that historically we never 
know in advance what variation from accepted conceptual schemes will 
prove adaptive in the long run. The support is limited, however, in that 
tolerance of radical variants is not justified tout court, but only when 
existing schemes are unable over a period of time to solve the puzzles 
posed of them, i.e., when the puzzles become anomalies. Furthermore, 
it is extremely important to note that an anomaly can be identified as 
such only from the perspective of our current conceptual schemes. There 
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is a valid bias in favor of current ways of doing things, and only as those 
prove inadequate is toleration of radical alternatives justifiable. Put in 
another way, variation mechanisms are always in competition with se-
lective retention mechanisms for available resources. If we presuppose 
a relatively stable but slowly changing ecology, it follows that if either 
variation or selection is emphasized at the expense of the other, adapta-
tion will not be the result. An unbridled pluralism is not justified.

Finally, the variation and selective retention model gives no support 
at all to the view that any approach in a pluralistic context is as good 
as any other approach. Such a claim may be true in certain areas, e.g., 
matters of taste in ice cream, but the argument must be made on the 
merits of the particular case. The variation and selective retention model 
provides no general support for such a view. Indeed, if anything, it 
provides a counter to such a view, for although it suggests that variants 
are needed, it also emphasizes that the variants are to be selectively per-
petuated and the grounds of selection are not simply individual tastes.

Thus, it may indeed be a good thing to recognize the diversity of 
ethnic cultures in the United States as a remedy to a too-easy accep-
tance of the melting pot idea. It may even be the case that on political 
grounds in a democracy most, if not all, of the diverse cultures should 
be allowed to coexist and pursue their particular goals. It does not fol-
low from this that any culture is as good as any other culture. Likewise 
with intellectual learning styles. We should recognize the differences 
if they exist, but it may be that instead of patronizing one or another 
of them, we ought to counteract the less efficient and less successful 
learning styles. This point is even clearer in the case of values clarifi-
cation. By all means, different values and the consequences of acting 
upon them should be recognized and clarified, but it does not follow 
that any one set of values is as defensible as any other set. Hitler may 
well have been perfectly clear as to what he was doing. The point is 
that none of these “pluralistic” positions which seems to imply that any 
one of the “variants” is as good as any other receives any direct support 
from the variation and selective retention model. Indeed, I have been 
at pains to emphasize that variants are selected for, both in terms of 
initial plausibility and in terms of ultimate acceptability. Admitting 
the existence of conceptual diversity is not equivalent to a rampant 
subjectivism. Utilizing the variation and selective retention model 
does not mean urging that anything goes; rather, it focuses attention 
away from both dogmatic orthodoxy and unbridled subjectivity onto 
reflective equilibrium.

There is also a general intellectual enterprise which might seem at 
first sight to be reinforced by the account I have been defending. I refer 
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to the sociology of knowledge. In one sense there can be no objection 
to a sociology of knowledge where this is conceived of as the descrip-
tion and explanation of the social genesis, justification, and growth of 
knowledge claims, or as the description and explanation of the opera-
tion of knowledge-generating social systems. It is only when such social 
processes are taken in a strong way as identical with the justification of 
knowledge that problems arise. For then truth is likely to come to be 
identified with elite opinion, and the political formation and perpetu-
ation of an elite will replace critical thought as the path to truth. Such 
a position is clearly unacceptable, and yet sociologists of knowledge 
who make such strong claims appeal to considerations very similar to 
those in this book. Indeed, I have myself suggested that we must find 
out what the best collective understanding in any area is by appealing 
to the experts in those areas, and the experts are to be identified by 
sociological criteria. Does the variation and selective retention account 
give any support to identifying truth with expert opinion?

Expert opinion does indeed serve as part of the selection mechanisms 
for knowledge variants, but it does not constitute the truth of the field. 
At most it is one way of representing it. The criteria deployed by the 
experts have themselves been subjected to selective retention and thus 
have some claim to represent the wisdom we have accumulated thus 
far as a result of human enquiry. Given the socialization mechanisms 
that serve to perpetuate such wisdom, the experts will surely be the 
most reasonable deployers of the selection criteria of each field. Truth 
is not expert opinion, but an account of expert opinion, its genesis, 
growth, and change, will be very nearly an account of the operations 
of a variation and selective retention model in the genesis, growth, and 
change of knowledge in that field. Thus sociology of knowledge as a 
descriptive science can contribute to an evolutionary epistemology, 
but it is not identical with it.

The variation and selective retention model actually gives results 
incompatible with a too-easy acceptance of radically different con-
ceptual schemes. We cannot go around just changing the norms of 
reason, for example, more or less at will. We probably cannot even 
change very many lower-order principles more or less at will. It is not 
that any logical incoherence would result, but rather the supposition 
that we could make such changes runs counter to the results given by 
an evolutionary epistemology. I have already noted that the norms of 
reason, for example, embody very abstract representations of extremely 
robust nodes of stability in the world. A large number of alternative 
descriptions of those nodes focus on the same boundaries, and although 
the descriptions may change, the boundaries must be dealt with. It may 
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always be in order to propose an alternative knowledge variant, but 
whether the variant is ultimately acceptable depends upon whether or 
not we can reach a reflective equilibrium that takes into account (even 
if it redescribes) our observational systems and the norms of reason, 
and that allows us to deal with the anomalies which prompted the 
variant in the first place. As in the case of pluralism, the recognition 
of an alternative conceptual scheme does not by itself constitute an 
argument for its acceptability; the scheme must also be elaborated and 
defended by submitting it to systems of selection. Thus the sociology 
of knowledge cannot be used to defend an attitude of “anything goes” 
in curriculum matters.

There is, however, one educational change that does seem to fol-
low from an evolutionary epistemology, and this is a relocation of the 
burden of proof for justifying educational interventions in the lives of 
children and adults. As long as we operate solely with an old-knowledge 
approach to the Meno dilemma, the basic knowledge postulated by 
such an approach is used to justify further enquiry and growth in 
knowledge. If we as educators already possess this basic knowledge, 
curricular decisions will follow automatically for any student. On the 
other hand, once we shift to an evolutionary epistemology with its 
emphasis on reflective equilibrium, we will have to justify to the stu-
dent in the student’s terms why we are asking for an accommodation to 
the new conceptual scheme embodied in, say, the formal disciplines. 
Sometimes we will be able to justify successfully to the student the 
necessity to modify his or her conceptual scheme, and sometimes we 
will not. In cases when we cannot, the individual autonomy of the 
student will have to be allowed sway in educational decisions. Even 
when the burden of proof can be carried, there will have been a shift 
away from a reliance on dogmatic orthodoxy in education.
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1. Enquiry vs. Learning

Although on occasion the preceding discussion has utilized examples 
from individual learning and the psychology of individuals, the major 
emphasis has been on enquiry in general. The Meno dilemma was cast 
in terms of enquiry and not in terms of an individual’s learning. The 
examination of old- and new-knowledge approaches was an examina-
tion of attempts to solve the problem of enquiry in general. The dis-
cussion of the analogies between current problems in the philosophy 
of science and problems of conceptual change had to do not with a 
single student learning science, but with how we are to understand the 
growth of scientific knowledge. The control system model of action is 
intended as a general account of human behavior. The variation and 
selective retention model was concerned with the knowledge processes, 
not of the individual, but of human beings in general.

There are undoubtedly some educational insights to be gained from 
the discussion of enquiry in general which has occupied me so far. To 
the extent that the forms of knowledge structure our ways of know-
ing, we can see the importance of disciplined study. To the extent that 
there is conceptual diversity involved in the growth of knowledge, 
we can provide an implicit justification for teaching students about 
alternative ways of looking at the world. To the extent that conceptual 
change is important in science, we can criticize the standard textbook 
presentation of science as a static, ahistorical model of the world. To 
the extent that the control system model of action provides a synthesis 
of perception, rules, and behavior, a whole new perspective on, for 
example, testing for learning can be suggested. To the extent that the 
variation and selective retention model accounts for accommodative 
changes, we can find a middle ground between a dogmatic orthodoxy 
and an unbridled subjectivity in curricular matters. These and many 
other examples could be cited of the importance for education of a 
consideration of the Meno dilemma of enquiry.

However, education is, at base, concerned with an individual’s learn-
ing and not with enquiry in general, except perhaps at the upper reaches 
of university-level research. The growth of human knowledge will be 
of concern to most people only if it affects them personally (e.g. if a 
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cure for cancer is found). Few, however, will ever participate in those 
kinds of knowledge processes. On the other hand, every individual is 
intensely interested in his or her own individual knowledge processes, 
that is, in the growth of his or her individual knowledge. And it is this 
latter area, the growth of an individual’s knowledge, that is of primary 
concern for education, whether we are speaking of the formal processes 
of schooling or the more informal educational processes in which an 
individual might be involved.

Accordingly, there seems to be a prima facie distinction between 
enquiry, concerned with the growth of human knowledge, and learn-
ing, concerned with the growth of an individual’s knowledge. Since 
both enquiry and learning are concerned with the acquisition of 
knowledge, they both have the normative aspect noted in the first 
chapter. That is, we ordinarily think of both enquiry and learning as 
aimed at knowledge in some fairly broad sense (see Hamlyn, 1973a; 
Green, 1971). Broad empirical accounts of mere “changes in behavior” 
on either the collective or the individual level do not seem to capture 
the notions of enquiry and learning. Such accounts include too much, 
and hence need to demonstrate the relevance of their concern with 
behavior change in general to the educator’s concern with desirable 
and worthwhile behavior change.

Despite their common concern with the growth of knowledge, en-
quiry and learning can be distinguished by the processes of knowing 
appropriate to the two different cases. In the case of learning, since 
what is being learned is already known to humanity at large, the knowl-
edge processes of the student may include recognition of a teacher’s 
authority, or even an appeal to the knowledge of the community. “It is 
known that… ,” a textbook in physics might run. Known by whom? 
Physicists, one supposes. Does each and every student have to become 
a physicist to know likewise? That seems too restrictive. The question 
thus becomes to what extent it can be assumed that an account of 
enquiry as adaptation in terms of assimilation, accommodation, and 
reflective equilibrium can simply be carried over whole and applied 
to learning. It seems that very different knowledge processes may be 
operative in the two cases, to say nothing of the differences among 
individual students.

The problem can be put in the form of an objection.* Whatever 
we might say about the Meno dilemma of enquiry, there simply is no 
analogous dilemma of learning—at least not about the kind of learn-
ing ordinarily encountered in schools and even in other, more infor-
mal, educational settings. Enquiry is something very few people ever 

* This objection was suggested to me by Robert Ennis.
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engage in, but in ordinary cases of learning quite clearly we can and 
do find out what we do not know. The teacher tells us, we read in an 
authoritative text, we look it up in the encyclopedia, we have someone 
demonstrate a skill for us and correct our efforts, and so on. Put in 
another way, virtually all of an individual’s learning is of things that 
are already known to humanity, and, thus, for the dilemma of learn-
ing as opposed to the dilemma of enquiry, the old-knowledge horn is 
trivially grasped. What am I to make of this claim?

The short way with this objection is to point out that, strictly speak-
ing, it is a non sequitur. The condition for grasping the old-knowledge 
horn of the Meno dilemma involves showing how it is that what is to 
be learned is already known and yet how learning can be nontrivial. 
However, the objection equivocates on this condition. What is known 
is already known to humanity and not to the student; yet it is the stu-
dent whose learning is supposed to be nontrivial. The old-knowledge 
horn has not been trivially grasped.

However, to take the short way with the objection would be to miss 
an extremely important educational question. What, if anything, can 
be said about the relationship between knowledge processes in general 
and the knowledge processes of an individual student? How does a stu-
dent, who does not know, come to participate in our public modes of 
understanding and knowledge? Notice that this question has particular 
urgency in that I have discarded old-knowledge models of “handing over” 
knowledge and new-knowledge models of the unconstrained creation of 
knowledge. If rational enquiry itself is a matter of adapting our public 
modes of understanding to the twin constraints of our purposes and 
the way the world is, what is rational for an individual student to do?

2. Knowledge and Understanding

The objection I am considering claims that knowledge is not justified 
by anything that the student believes or does, but rather by its place 
in the established wisdom and practice of humanity. I accept the claim 
that for anything to be known in general, it must be justified by ap-
propriate criteria for enquiry in that field. However, for any individual 
to know something, that person must understand it in his or her own 
terms, in terms of the level of rules he or she can grasp. Indeed this 
is the epistemological insight behind the educational dictum that we 
must begin with the student’s current cognitive and intellectual state. 
Just because something is reasonable does not mean that it is reason-
able for the student. And unless it is made reasonable for the student, 
the student will not learn it, although the student may learn to parrot 
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some noises. For learning to occur, the learner’s understanding is logi-
cally presupposed.

This connection between knowledge and understanding has often 
been noted by philosophers of education. Even someone as committed 
to collective understanding and public rules as Israel Scheffler (1960, 
p. 57) has written: “To teach, in the standard sense, is at some points, 
at least, to submit oneself to the understanding and independent 
judgment of the pupil, to his demand for reasons, to his sense of what 
constitutes an adequate explanation.” Likewise Hamlyn (1973b) urges:

No one could be said to have come to understand a subject, to have 
learned it, without some appreciation of general principles, some 
idea of what it is all about. But knowing and understanding general 
principles is not just a matter of being able to recite the relevant gen-
eral propositions. Nothing is contributed by way of understanding 
when people are made to recite general propositions, even if these 
are fundamental to a subject. Thus, to present a very young child 
with, say, the general principles of number theory or algebra would 
be a futile business; for, he must be capable of cashing such general 
principles in terms which mean something to him, if understand-
ing is to follow.

Scheffler’s point seems directly related to propositional learning. That 
is, we must give explanations, evidence, and reasons that are accessible 
to the student for any propositions that we are attempting to teach. 
Hamlyn’s point has more to do with the acquisition of concepts and 
their role in learning the general principles of a field of study. However, 
he too emphasizes the necessity that for the student to understand the 
concepts and general principles, they must mean something to the 
student. We might also note that even the learning of skills, to the 
extent that it departs at all from mere habit acquisition, also involves 
understanding. “Knowing how” to do something as opposed to merely 
being able to do something seems to imply some level of understanding.

Whatever analysis of knowledge is adopted, the element of under-
standing in knowledge is crucial (Petrie, 1970; Waks, 1968). First, 
to believe any proposition involves assent to the proposition, and we 
cannot assent to something that we do not understand, at least at the 
minimal level of comprehending the words. The point is almost too 
obvious to state, and yet it is of crucial educational importance. It is 
not that a proposition must be understandable in general, but rather 
that before a given person can be said to know the proposition, that 
particular person must actually understand it. The claim that motion 
is relative may be understandable with reference to relativity theory, 
but it will not be understood by a person until it fits into that person’s 
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mode of understanding. Second, and perhaps even more importantly, 
understanding on the classical analysis of knowledge as justified true 
belief arises in conjunction with the justification condition. That is, 
not only must there be a justification in order for any proposition to 
be known, but also in order for us to say that any given person knows 
the proposition, that person must be justified in believing the propo-
sition. The person’s justification need not always be that found in a 
discipline, but it must be a justification that the knower possesses. 
That is, my justification for the relativity of motion conceivably may 
not be in terms of relativity theory. My grounds may be authority, but, 
nevertheless, even authority must be something that I understand as 
justificatory in order for me to be said to know.

Jane Martin (1970) suggests that this understanding amounts to 
seeing connections or relations. She analyzes the seeing of connections 
into two parts: an internal understanding which amounts to an analysis 
of the item to be understood, and an external understanding which 
amounts to a placing in context. Or, to oversimplify, understanding 
for Martin consists of distinguishing and classifying. Robert Halstead 
(1975) has argued convincingly that distinguishing and classifying 
are but two sides of the same coin. In distinguishing one thing from 
another, we are always doing the distinguishing relative to the assumed 
classification of the thing. The Civil War is distinguished from other 
events on the basis of the classification of events as wars. Conversely, 
we classify items on the basis of certain distinguishing features.

The main point is that on either Martin’s or Halstead’s view, un-
derstanding is an activity in which people engage with conceptual 
frameworks. Whether distinguishing and classifying are separate or 
connected, they are activities, and they are relative to concepts, modes 
of application, background knowledge, categorical schemes, and so on. 
Distinctions and classifications can be made for different purposes. A 
given traffic accident can be understood quite differently depending on 
whether it is from the point of view of the insurance investigator, the 
highway engineer, the automotive designer, or the social critic of our 
reliance on the private automobile. At the beginning of the previous 
chapter, I urged that our concept of rationality be extended to include 
the purposes and activities of the people involved in any rational en-
terprise. There is no “general understanding” to be had of the accident 
independent of these special kinds of purposes and activities.

Although neither Martin nor Halstead says much about it, it seems 
clear that their analyses could be applied at two very different levels: 
first, the level of collective understanding or enquiry, and, second, 
the level of an individual’s understanding, or learning. In both cases, 
coming to know presupposes understanding which in turn depends 
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upon doing things with our conceptual schemes. Thus, prima facie, 
a thing might be understood, without a given person’s understanding 
it. Put another way, the very existence of the phenomena of learning 
or coming to know seems to require adjustments in the conceptual 
frameworks of individual students.

The claim that the Meno dilemma with respect to learning is trivial 
is, therefore, based on a conflation of something’s being understand-
able with its being understood by a given person. Merely pointing to 
the fact that what children come to know is already known in general 
is no solution to the dilemma. From the students’ points of view, they 
will not know until they understand, until they can distinguish and 
classify with their conceptual frameworks. From the students’ perspec-
tives they either already know in their terms, in which case learning 
is otiose, or they do not know in their terms, in which case, they will 
be unable to understand, or hence, learn the very subject that they are 
to master, even though others, including the teacher, may understand 
the material. Yet students do learn. How is this possible?

Before answering this question it is necessary to mention a variety 
of related concerns simply to set them aside as not germane to the 
central question of how learning is possible. In the first place, we can 
ask whether or not the sense in which a given proposition or concept 
can be said to be understood in the collective understanding is at all 
similar to the ways in which the proposition or concept is said to be 
understood by an individual. I have already pointed out in chapter 2 
that Hirst seems to identify these two modes of understanding, yet 
surely that is an inadequate account of the matter. Halstead (1977) has 
convincingly argued against Hirst that whether we locate the collective 
understanding in formal features and rules of the discipline or in the 
activities of the disciplinarians, cases abound in which the student can 
be said to understand the material without having learned the explicit 
rules of the discipline and without behaving precisely as the discipli-
narian behaves. We can reason correctly without appeal to the explicit 
rules of formal logic and without making all the methodological moves 
of the fully trained logician.

Another extremely important set of questions concerns the different 
kinds of barriers that might stand in the way of an individual’s under-
standing. Ralph Page (1977) has identified five: sensory, psychologi-
cal, developmental, theoretic, and ontological. Clearly it is crucially 
important for educators to know which of these kinds of barriers may 
be impeding understanding in any given case, for different barriers will 
have to be overcome in different ways. Since I am concerned with the 
structure and changes in the organization of an individual’s conceptual 
scheme, I shall be concentrating here primarily on developmental, 
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theoretic, and ontological barriers. At any given time, for a particular 
individual, a rough distinction can be drawn between the organization 
of the individual’s conceptual scheme and individual occasions of use 
of that scheme. Organization reflects those patterns of use that seem 
to have a kind of stability or unity over the diverse instances of the ap-
plication of the structure. Controlled quantities in control systems, for 
example, represent stable features of the organization of an individual’s 
conceptual scheme. The ability to perform the basic arithmetic opera-
tions in a variety of circumstances is a part of the organization of an 
individual’s conceptual scheme, while figuring the change from dinner 
the night before is a particular application of that scheme. My concern 
will be primarily with the influence of developmental, theoretic, and 
ontological factors on the organization of conceptual schemes.

Yet another set of concerns involves the possibility that the organi-
zation of an individual’s conceptual scheme may be such that a given 
belief is unreasonable even from the individual’s own point of view. 
This is the kind of case in which we might criticize someone for being 
unreasonable, not because the person does not possess our collective 
understanding, but because the person has made what would be a 
mistake from the person’s own point of view. An example here might 
be someone who fudges the interpretation of an astrological chart so 
that the interpretation will conform to a desired result. Such cases are 
of educational significance because if we want to criticize the individual, 
it can be on internal grounds as well as by appealing to our collective 
understanding.

Finally, there are the questions of when it is justifiable, ethically 
and epistemologically, to initiate changes in the organization of an 
individual’s conceptual scheme. On my view an individual’s concep-
tual scheme has a kind of integrity which must be appreciated in any 
educational decision. On some occasions it may not be justifiable to 
force conformity of an individual’s understanding to our collective 
understanding (even though it may be justifiable to have educational 
institutions tend in such a conservative direction). The clearest example 
of such a case is the scientific genius who achieves a breakthrough in 
scientific understanding precisely because of challenging the collective 
understanding of the time. However, there are also more prosaic situa-
tions in which we may not be justified in changing students’ conceptual 
schemes. An example of this might be the Amish and their desire to 
limit, primarily on religious grounds, the schooling of their youngsters 
to the eighth-grade level. Again the importance for educational deci-
sions of considering when and under what conditions we are justified 
in changing a student’s conceptual scheme is obvious.
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There are two distinguishable but related perspectives that must 
be taken in considering changes in the organization of an individual’s 
conceptual scheme. In the first place there is the external perspective, 
external in that the primary concern is with how, through education 
and schooling, an individual’s understanding comes to approximate our 
collective understanding. That is, what are the constraints and problems 
involved in moving from the personal point of view of the student to 
the public point of view of accepted knowledge? This is an external 
perspective in that it is heavily influenced by the current keepers of 
collective wisdom, curriculum planners and individual teachers. In a 
sense this perspective bears an affinity to old-knowledge approaches 
to the Meno dilemma. The knowledge and understanding are assumed 
to be there; the question is, how are they passed on to the student?

The second perspective from which we must view alterations in the 
student’s cognitive apparatus is from the standpoint of the student as 
autonomous individual. From the student’s perspective the knowledge 
and understanding that the curriculum planner and teacher wish to 
impart are by hypothesis external and not yet grasped. So from the 
student’s point of view they are not yet accepted as knowledge. Thus the 
student’s point of view bears an affinity to new-knowledge approaches 
to the Meno dilemma. The student must apply to the public knowl-
edge selection criteria which the student accepts, or can be brought to 
accept, if the student is ever to learn the publicly accepted material.

As with the old- and new-knowledge approaches to the Meno di-
lemma on the level of human enquiry, so too in considering an indi-
vidual’s learning, problems result from not taking into account both 
the external perspective of the curriculum planner or teacher and the 
internal perspective of the student. On the level of enquiry in general 
I have argued that old- and new-knowledge approaches are connected 
through the processes of assimilation, accommodation, and reflective 
equilibrium. On the level of individual learning both the process of 
initiating the student into the public forms of understanding and the 
process of an individual’s cognitive development and change must be 
considered. I shall consider these two processes in the next two sections.

3. Individual and Collective Understanding

Let me first adopt the external, or teacher’s point of view and consider 
the question of how it is possible to initiate the student into the pub-
lic forms of understanding. One plausible suggestion (Green, 1971) 
is that the acquisition of the public forms of understanding must be 
through the operation of the individual’s mode of understanding and 
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sense of reasonableness. The problem with this suggestion, as I have 
already shown in considering old-knowledge approaches to the Meno 
dilemma, is that if we are limited to existing knowledge structures in 
assessing reasonableness, it becomes extremely difficult to see how any 
new-knowledge variant could ever come to be seen as reasonable. Sup-
pose that what is at issue is teaching the student Newtonian mechanics 
when the student’s current framework for understanding motion is that 
of impetus. On the view that the student must judge a new framework 
for reasonableness in terms of her of his old framework of reasonable-
ness, how could change of organization ever occur?

Green (1971, pp. 43-55) attempts to meet this challenge by claim-
ing that knowledge variants can be assessed from the perspective of an 
evidential style of belief. An evidential style of belief involves believing 
for good reasons. Yet it is ambiguous whether this means good reasons 
from the student’s point of view or good reasons from the public point 
of view. If it is the former, then the student already has an evidential 
style of believing, and it is unclear how, from the student’s standpoint, 
any changes in that style could be reasonable. If it is the public sense 
of reasonableness, then the problem has simply been redescribed, since 
we must begin with the student’s current style of belief.

We could, of course, simply insist that the student be forced through 
repetition to master the modes of thought that characterize current 
public methods of understanding. And, in many cases, this is indeed 
what we do, and perhaps what we must continue to do. We teach 
spelling by rote, we insist that arithmetic must be done in such and 
such a way, we claim that certain modes of historical explanation are 
irrelevant, we assert that experiments in magnetism must be conducted 
in the manner prescribed in the laboratory manual, and so on. Even 
in graduate education there remains a certain basic level at which we 
simply train the student to behave as the teacher does. Even at the 
graduate level where tolerance of divergent viewpoints and the appeal 
to reason is the strongest, we do not allow the student to depart too far 
from the canons of the discipline and still be counted as a disciplinarian. 
Thus in a sense there is an empirical method, stemming from Aristotle, 
which shows how it is possible to get students to have an evidential 
style of belief. Aristotle said that to become virtuous, one should act 
as the virtuous person acts, habitually, and one will become virtuous. 
We can insist that the student think as we do, and if the student fails, 
we will count that student as beyond the pale. People do in fact learn 
to reason under that kind of tuition, but problems of understanding 
just what is happening remain.
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In the first place, there seems to be an ethical problem involved in 
constraining people to behave in certain kinds of ways. Prima facie, 
it would seem that we must justify interfering with another person’s 
life and forcing certain kinds of behavior from that person. Perhaps 
a justification could be given in terms of how an evidential style of 
belief will contribute instrumentally toward the student’s later self-
realization. That is, if we believe reasonably, we are more likely than 
not to be able to assess means to our ends. Furthermore, an intrinsic 
justification might be attempted. An appeal to reason as part of what 
it is to be human could be made. Such a justification could perhaps be 
given, although the more usual practice in education is to assume that 
the student bears the burden of proof of showing why any deviation 
from the public curriculum should be allowed.

Yet the intrinsic justification clearly appeals to public criteria of rea-
sonableness and ethical standards. We are not justifying to the student 
why we are thus interfering in his or her life, and somehow that seems 
intuitively questionable. A justification appealing solely to public criteria 
might have been acceptable had we ever found the self-evident, absolute 
criteria of rationality and reasonableness for which philosophers have 
been searching all these years. But it has been the thesis of this book 
that we must give up such a search, and, once we have, once we have 
recognized the existence of conceptual diversity and conceptual change, 
then we cannot simply ignore the potentially different conceptual scheme 
of the student. We will have to justify inducting the student into public 
canons of reasoning in terms of the student’s current canons of reasoning. 
The claim, “It’s for your own good,” has been invoked far too often in 
dubious and improper situations in the past to be taken at face value. If 
something really is for the student’s own good, then to some extent we 
should be able to make that clear to the student.

This consideration leads to the second problem with simply assert-
ing that empirically we do, at least sometimes, get students to form an 
evidential style of belief by forcing them to behave in the appropriate 
manner. Recall that in the first chapter I mentioned that the paradox of 
moral education seemed to be a close kin to the Meno dilemma (Peters, 
1974b). The paradox of moral education involves the apparent neces-
sity of having to inculcate certain behavioral habits that are not fully 
moral in order to reach the stage of full morality which involves critical 
reflection on moral rules. To be fully moral we must act because we 
know the rules are right and not merely because we have been trained 
to act. Yet this is paradoxical, for how can amoral behavior which 
seems to be required prior to moral behavior turn into moral behavior?  
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What I want to suggest here is that there is an exactly analogous para-
dox which can be constructed with respect to the initiation of students 
into an evidential style of belief.

The paradox is this. Children do not innately think rationally and 
critically; they must learn these skills. A part of this learning involves 
making certain kinds of moves in the rationality game. It involves being 
open to evidence, being able to tell when a piece of information is evi-
dence, being consistent, being able to entertain alternative hypotheses and 
points of view, and so on. Yet it is not merely acting habitually in these 
kinds of ways that constitutes rationality, but rather doing these things 
because they are seen to be the most reasonable things to do. However, 
such critical reflection on the rules and norms of reason is not present 
when we begin learning how to reason. So the empirical approach of 
saying we merely train people in the moves of being rational and they 
then become rational, while true, leaves the paradox standing. How is 
it possible that the habits of making certain intellectual moves without 
understanding them to be rational nevertheless turn into rationality 
which involves making the intellectual moves because they are seen to be 
rational? How can we rationally teach students to be rational?

One approach to this second question has already been mentioned 
in another connection in chapter 4. Recall Paul Hirst’s claim that to 
have a rational mind involves having our experience structured by the 
forms of knowledge. These forms of knowledge enable us to articulate 
what it is to be rational, and our individual experience is conceived 
of as rational only insofar as it reflects a structuring by the forms of 
knowledge which in turn constitute our collective understanding.

Thus, Hirst’s answer to the question of what the connection is 
between the student’s individual mode of understanding and the col-
lective mode of understanding is that it is a conceptual one. That is, 
we will be able to call a given student’s conceptual apparatus reason-
able only if it partakes of or prefigures the public objective sense of 
understanding explicated in terms of the forms of knowledge. Modes 
of thought and reasonable behavior on the part of any student will be 
modes of thought and reasonable behavior only if they contain in some 
way a structuring by means of the forms of knowledge. On Hirst’s 
view, there is no mystery in passing from the student’s understanding 
to the public understanding, precisely because the latter comprehends 
the former and lends the student’s understanding its purchase on being 
appropriately called reasonable in any sense.

Educationally such a view is characteristic of most discipline-cen-
tered theorizing. When children’s thought processes diverge from adult 
standards, they are typically not seen as reasonable in a different way, 
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but are rather viewed as mistaken or at best as potentially reasonable 
insofar as they approximate to the public objective understanding. Con-
trast this approach with those views that see a relatively self-contained 
reasonableness in the child’s way of looking at things. Clearly this 
latter view, if not allowed to degenerate into a radical subjectivism, is 
more nearly in harmony with the emphasis on conceptual diversity 
and change argued in this work.

In any event, a conceptual connection between the forms of knowl-
edge and an individual’s mode of understanding is not defensible (see 
Halstead, 1977). It may well be true that in some sense or other we 
describe the student’s mode of understanding in our more public terms, 
but that is similar to the situation with respect to our historical view of 
conceptual changes in human enquiry in general. I have already argued 
that although we now comprehend historical conceptual changes from 
our current perspective, it is simply false to the historical record to sup-
pose that somehow those earlier concepts were rational or reasonable 
only insofar as they approximated our current views. How could com-
bustion as the driving off of phlogiston have approximated combustion 
as the taking on of oxygen? Once we look at the historical record in 
some detail, the existence of real conceptual change becomes hard to 
deny. And this is so even though a fine-grained historical analysis can 
often show how the knowledge variants were plausible as proposed and 
were ultimately justified by reasonable selection criteria. The evolution-
ary model enabled me to show the unity and rationality in diversity 
and change. The situation seems entirely analogous in the case of an 
individual’s learning. The mere fact that we describe the status of the 
student’s current cognitive structure in our terms should not blind 
us to the fact that this structure undergoes radical changes over time.

Indeed this point is clearly recognized by anyone who has reflected 
seriously on any individual’s learning history. It is simply not necessary 
for anyone to learn explicitly the norms characterizing the public mode 
of understanding in order for the person to be correctly described in 
terms drawn from the public mode of understanding. People reasoned 
correctly long before logic was formalized as a way of characterizing 
correct reasoning. And there have clearly been historical changes in the 
concepts of logic. A student can learn to write well without learning 
the rules of good writing, and so on. The fact that we describe rational 
and reasonable behavior in ways derived from our currently accepted 
sense of what is reasonable and publicly understood does not imply 
that what is being done by an individual is the explicit following of 
those rules, or even anything conceptually connected with those rules.
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This point is often given lip service, even by Hirst. The order of logic 
is not necessarily the order of pedagogy. For example, the most perspicu-
ous way we currently seem to have of representing the foundations of 
arithmetic is in terms of set theory (although that too is a matter of 
controversy). Because of this, most, if not all, of the new math developed 
during the 60s more or less explicitly taught arithmetic in terms of set 
theory. After all, if there is a conceptual connection between the ordinary 
activities of adding and subtracting on the one hand and operations 
among sets on the other, then operations among sets must be what is 
“really” occurring on a basic level when we are adding and subtracting. 
However, this supposed conceptual connection eluded tens of thousands 
of teachers who needed to be retrained in the new math and millions of 
parents who could no longer help their children with homework. If, on 
the other hand, teachers and new math professors possessed divergent 
representation systems, the difficulty might actually have been a clash of 
two different modes of understanding. It is wrong to close off a priori the 
possibility that the difficulty of learning new math was due to the fact 
that the modes of understanding characteristic of the activity of adding 
are different, although perhaps related to, the modes of understanding 
characteristic of the activity of taking the union of two sets. The analogous 
mistake in the philosophy of science was to insist that earlier science had 
to be viewed either as a mistake or as a logical precursor of current ways 
of viewing the world. Contemporary history of science seems to have 
demonstrated that there have been structural changes in science as well 
as mistakes and mere elaborations.

As I shall urge in the next section, Piaget has begun to do for education 
what Kuhn has done for science, namely, show that we cannot a priori 
foreclose the possibility that some learning is due to structural changes 
in a child’s cognitive apparatus and not merely to elaborations of an 
existent apparatus. At a minimum it is at least sensible to suppose that 
alternative conceptual structures account for such examples as Piaget’s 
conservation experiments. If even this much be granted, then a part of 
the argument for whether we should accept the hypothesis of alterna-
tive conceptual structures or the hypothesis of mistakes and precursors 
is to be found in the plausibility of the elaborations of these two views.

In concluding this section on the problem of bringing a student’s 
mode of understanding into line with the publicly accepted mode of 
understanding, I want to forestall one objection and pose the problem 
in a form to be considered further in the next chapter. The objection 
is that by insisting on the relative autonomy of the student’s mode of 
understanding I have committed myself to a radical subjectivism and 
left no room for the influence of public modes of understanding on 
any individual’s cognitive structure. In short, it might be objected, 
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I have rendered respectable the student’s response, “That’s just your 
opinion.” Alternatively I could be said to have debased the public 
mode of understanding to a simple sum of all the individual modes 
of understanding. Or perhaps the objection might take the extreme 
form that by questioning the effect of public criteria of rationality on 
an individual’s modes of believing, I have committed myself to the 
essential incommensurability of individuals’ cognitive schemes.

Not at all. Indeed, this objection sounds suspiciously like the one 
raised in the context of enquiry and conceptual change at the begin-
ning of the preceding chapter. It simply does not follow that we must 
give up objectivity in order to recognize that individuals may have 
relatively autonomous modes of understanding and senses of what it 
is reasonable to believe. As in the case of enquiry in general, what does 
follow is that we must characterize objectivity otherwise than in terms 
of an independent, unproblematic access to the way things really are 
and instead substitute the notion of a reflective equilibrium reached 
through a process of adapting our individual representational schemes, 
theoretical and observational, to the demands placed on them. The indi-
vidual, too, must assimilate and accommodate. If we assume that we are 
justified in some cases in altering an individual’s cognitive framework, 
the question then becomes how the public standards of objectivity and 
understanding can be brought to bear upon an individual’s relatively 
autonomous conceptual scheme. The answer, to be elaborated in the 
concluding chapter, is through a triangulation of thought and action 
that will help the student to see his or her individual life in terms 
provided by the public modes of understanding.

4. Individual Development and Learning

Introducing the idea that an individual must also come to a reflective 
equilibrium as a process of adapting to the ecology leads to a consider-
ation of the internal perspective of the student. All of the influences on 
the individual student, from the causal influences of the physical world 
to the social influences of public notions of what it is objectively reason-
able to believe, will be mediated through the individual’s representational 
systems, both theoretical and observational. Thus, we must consider the 
individual’s point of view and ask how the individual’s system changes 
in response to what kinds of demands. The external perspective of the 
teacher or curriculum planner is analogous to that of the historian of 
science. Both have a picture of conceptual change that comprehends 
both beginning and end. Both can see where we start with a conceptual 
change and where we end up. On the other hand, the scientist currently 
on the frontiers of knowledge is analogous to the student facing intel-
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lectual problems which may or may not call for structural changes. It is 
to a consideration of such internal perspectives where neither participant 
yet has the benefit of hindsight that I wish to turn in this section.

The analogies between the individual case and enquiry in general 
are striking. We seem to have to satisfy the same criteria of adequacy 
already elucidated for the Meno dilemma of enquiry. First, we must al-
low for conceptual diversity. This diversity occurs across individuals and 
across time within individuals. Examples of the former range through 
differential reaction to optical illusions in different cultures to differen-
tial ways of experiencing by differently trained people. The electrician 
seems to have a different set of concepts concerning residential wiring 
than does the average homeowner. Conceptual differences within an 
individual range from the striking phenomena of religious conversion 
to the difference between my concept of philosophy now and when I 
was in high school. They also would include the kinds of differences 
noted by Piaget between concrete and formal operations, for example, 
and by Kohlberg between different stages of moral development.

Second, there is a conceptual continuity within these changes. 
Although there are vast differences between what I thought about 
philosophy in high school and what I think about it now, there seem 
to have been no radical conversion experiences. Each step of the way 
seemed plausible, and although I now see certain initial motivations 
for pursuing philosophy as irrelevant, they were operative at the time. 
Compare this with the development of science in which anomalies 
may end up being solved by being dissolved.

As active individuals utilizing our conceptual and representational 
frameworks for dealing with the world, the sources of changes become 
important to us. We bump up against our representations of the world 
and society, and we are not always able to carry out our individual 
purposes without changing these representations. The changes must be 
plausible and adequate. We do not usually consider wild variants until we 
have exhausted more plausible ones, and any variant must ultimately be 
selected as adequate for our purposes. If we do consider wildly improb-
able variants, they are less likely to be ultimately selected as adequate.

At the same time our individual purposes and choices are insufficient 
to condition our representational schemes in any wholly subjective way 
we wish. Our purposes will guide the development of our cognitive 
structures, but the structures will also be conditioned by the physical 
and social world with which we must interact. Put in evolutionary 
terms, selective criteria will be drawn from individual and social pur-
poses and from representations of the physical and social world which 
have survived earlier selective pressures and thus will reflect distinctions 
which people have found it worthwhile to make throughout history. In 
short, the conditions on a solution of the Meno dilemma of individual 
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learning are quite similar to the conditions on the solution of the Meno 
dilemma of human enquiry.

Probably more than any other contemporary psychologist, Jean 
Piaget can be construed as having concerned himself with precisely 
this problem of the changes of cognitive structure in the individual 
through learning and development. (See, for example, Piaget, 1948, 
1951abc, 1952, 1954, 1968b, 1972.) And although in many respects 
Piaget’s work is in harmony with the position being developed in this 
book, I have purposely avoided discussing him in depth until now. 
There are two reasons for this. First, once one starts on Piaget there is 
no stopping, for making sense of his own output is a mammoth task 
to say nothing of the overwhelming secondary literature. This book 
would have turned into yet another commentary on Piaget, and while 
that might have been useful, I feel that the approach I have taken via 
the Meno dilemma allows me to place Piaget within a larger historical 
framework and, therefore, to assess his work in a comparative way. 
Second, as will become apparent below, although Piaget’s genetic epis-
temology is akin to the evolutionary epistemology I have been advo-
cating, there are crucial differences. These would have been obscured,  
I think, had I chosen the route of commenting more directly on Piaget.

Very briefly, Piaget’s view of cognitive development involves the 
passage of the child through a number of stages in a fixed order. These 
have been characterized at one point by Piaget (1968a, pp. 5-6) in the 
following terms:

1) The reflex or hereditary stage, at which the first instinctual nutri-
tional drives and the first emotions appear.

2) The stage of the first motor habits and of the first organized per-
cepts, as well as of the first differentiated emotions.

3) The stage of sensorimotor or practical intelligence (prior to language), 
of elementary affective fixations, and of the first external affective 
fixations. These first three stages constitute the infancy period—from 
birth till the age of one and a half to two years—i.e., the period prior 
to the development of language and thought as such.

4) The stage of intuitive intelligence, of spontaneous interpersonal 
feelings, and of social relationships in which the child is subordinate 
to the adult (ages two to seven years, or “early childhood”).

5) The stage of concrete intellectual operations (the beginning of 
logic) and of moral and social feelings of cooperation (ages seven 
to eleven or twelve, or “middle childhood”).

6) The stage of abstract intellectual operations, of the formation of the 
personality, and of affective and intellectual entry into the society 
of adults (adolescence).
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These stages involve varying kinds of conceptual structures which 
enable the child to make sense of the world. At different stages, different 
structures are utilized. For example, the difference between concrete 
operations and formal operations for Piaget lies essentially in the fact 
that the operations or actions in the fifth stage are upon concrete 
problems—one actually tries out various problem solutions—whereas, 
in the formal operations stage, the alternatives can be represented in 
thought and the alternative solutions tried out abstractly rather than 
concretely. There are similar differences between the other stages.

Piaget accepts many of the points I have been emphasizing in this 
book. He recognizes the importance of schemata for structuring and or-
ganizing experience. He recognizes conceptual diversity in that he urges 
that there are different stages which progress into each other. Indeed I 
have borrowed my terms assimilation and accommodation from him. 
He, however, seems to envisage them slightly differently. For Piaget, 
assimilation seems to be a response to internal factors of cognitive pro-
cessing, while accommodation is an alteration of cognitive processing 
in response to external factors, with both proceeding together. My own 
characterization of assimilation as removing disturbances by an existing 
control system, and accommodation as changing control systems in 
response to anomalies, makes no such internal-external distinction, or 
at best a relative one, relative to what the control system is controlling. 
Furthermore, the two processes need not go on simultaneously for me.

The crucial feature of Piaget’s system is that he believes that an 
individual’s development is explained in terms of the equilibration of 
assimilation and accommodation. Piaget asserts that development can 
be viewed as so many progressive forms of equilibrium, each an advance 
on the last. If we could understand how the equilibrium of assimilation 
and accommodation explains development, we would understand the 
development of cognitive structures from the internal point of view of 
the individual. If we could obtain such an account of the internal devel-
opment of an individual’s cognitive structure, the outstanding problem 
from the previous section of how to understand the transformation of 
an individual’s mode of understanding to the publicly accepted mode 
of understanding (in those cases where that is a reasonable goal) would 
be amenable to solution. Indeed, my own suggestion at the end of that 
section was that we must look at the development of an individual’s 
conceptual scheme from the point of view of a reflective equilibrium 
among its parts. Piaget’s views are very promising here.

Clearly, Piaget does start with the child’s perspective. He is con-
cerned not to describe the schemata being utilized by the child as 
deviations from adult norms. The child’s schemata appear to have a 
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relative autonomy and distinctive mode of functioning at any given 
stage of development, and that mode of functioning changes as the 
child moves from stage to stage. Equilibration for Piaget is a process 
that operates both within a given stage of development and between 
stages of development. Within a given structure of action schemata, 
behavior is originated in response to needs which can be anything 
from physiological deprivation to theoretical puzzles, and the behavior 
continues until the need is satisfied. This description of equilibrium 
operating within a given stage is close to the more detailed control 
system analysis I have given of assimilation. However, for Piaget this 
equilibration continuously involves both the assimilation of reality to 
the existing schemata and the accommodation of the schemata to the 
disruption. Thus, while I explain accommodation in terms of anomalies 
that overwhelm existing systems and require structural alteration so 
that equilibrium can again be reached, that route is not open to Piaget. 
Accommodation, since it occurs constantly for him, cannot be used as 
I do to explain stage transition. He must explain in another way how 
it is that we ever pass from one stage with its distinctive contents and 
structures to another stage with its different contents and structures.

He says (1968b, p. 4): “We must, however, introduce an impor-
tant distinction between two complementary aspects of the process of 
equilibration. This is the distinction between the variable structures 
that define the successive stages of equilibrium and a certain constant 
functioning that assures the transition from any one stage to the fol-
lowing one.” That is, Piaget asserts that there is a constant functioning 
underlying the transition from stage to stage such that each equilibrium 
is an advance on the one which went before. Each equilibrium is more 
stable than the preceding. This is in sharp contrast to my own view in 
which there is absolutely no guarantee, especially prior to the transi-
tion from stage to stage that the succeeding stage will be more stable 
in any ultimate way than the preceding one. Yet for Piaget the greater 
stability is taken to explain transition between stages.

What is the nature of this greater stability for Piaget? The most 
stable structures seem to be the logico-mathematical ones. Once they 
are reached in mental development, they do not change. They may 
enter into other structures, but their stability seems perfect. If this is 
so, Piaget seems to be suggesting that the ultimate stability is to be 
found in such structures and that greater stability is defined as ap-
proaching nearer and nearer to such structures. Indeed it is clear that 
Piaget (1968b, p. 105) accepts the theory-ladenness of observation 
and in particular believes that “it would be impossible to discover any 
content without a structuring involving at least a partial isomorphism 
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with logic.” Logic is, however, the perfect expression of reversible 
compensations and thus seems to be definitive of equilibrium. Piaget 
(1968b, p. 105) is careful to say that logic itself is not to be found ev-
erywhere, but, nevertheless, the structures that do exist are prototypes 
of logical structure, and “logical structures result from the progressive 
equilibration of the pre-logical structures which are the prototype of 
the later structures.”

Notice what has happened here. Piaget has shifted from the inter-
nal perspective of an individual’s developing mental structures and an 
equilibrium understood from such an internal perspective to a perfect 
objective equilibrium to be found in logico-mathematical structures. 
But these logico-mathematical structures are the inevitable end product 
of the progressive equilibration of the early structures which are pro-
totypes of the logico-mathematical structures. As Toulmin (1972, pp. 
423-25) has pointed out, Piaget is a developmental Kantian. Unlike 
Kant, Piaget insists that the universal a priori forms of understanding 
are not to be found in every stage of thought. But the structures that 
are to be found there are the prototypes of the fully rational thought to 
be found in the logico-mathematical structures, and the development 
toward those structures is guaranteed by the process of progressively 
more stable equilibrations which turn out to be defined by the logico-
mathematical structures.

So Piaget spans the gap between an individual’s mode of understand-
ing and the public mode of understanding, with a conceptual bridge af-
ter all. He began by looking at individual development but explained its 
course by bringing in the collective objectivity of logico-mathematical 
structures and the progressively more adequate equilibration of earlier 
structures prototypical of the logico-mathematical ones. The conceptual 
link is stretched out over the period of development for Piaget, unlike 
Hirst’s direct conceptual link, but it is, nevertheless, a conceptual link. 
A more adequate equilibration is defined as one that approaches more 
closely to the logico-mathematical structures. We had hoped to obtain 
from Piaget an account of equilibration from the internal perspective of 
the individual. He ends up smuggling a developmentalized Kantianism 
into the process, thereby guaranteeing the transition to the ultimate 
objective understanding given in logicomathematical structures, but 
denying the relative autonomy of the internal perspective. Once more 
we see an old-knowledge approach to the dilemma of learning with all 
the usual attendant problems. In this case the real conceptual diversity 
we find among students and within students at different times would 
have to be illusory on Piaget’s account. This shortcoming accords with 
the standard criticism of Piaget that his stages are not so rigid and 
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necessary as he would have us believe, and that his attempts to handle 
embarrassing empirical facts smack significantly of the ad hoc.

In attempting to avoid the skepticism of an empiricism that relies 
on direct access to given atomistic bits of experience, Piaget embraces 
a Kantian view that reason, at least as an end product, must be found 
to structure all our experience. In addition to such objections as I 
have raised, Piaget is open to the charge (e.g., Hamlyn, 1973b) that 
his psychological explanation of development in terms of equilibra-
tion merely redescribes the phenomena in a misleading way. Piaget 
“explains” the development of more rational structures of thought 
by progressively more adequate equilibration, where the adequacy of 
the equilibration is defined by logico-mathematical structures which 
in turn are constitutive of more rational thought. Thus, Piaget has 
made a conceptual point in misleading psychological or biological 
terms. As I have already argued, my own account of equilibrium does 
not assert a conceptual connection between individual and collective 
understanding. Rather it depends upon control system theory and the 
variation and selective retention model, and is, therefore, not open to 
the objection of explanation by redescription.

Although Hirst (1965), too, invokes a conceptual bridge between 
the individual and the public senses of reasonable to believe, his bridge 
is more direct. Perhaps Hirst would allow a developmental stretching 
out of the process, as does Piaget, but his view differs in another, even 
more important, respect. For Piaget the ending structures are perfectly 
equilibrated, a deliverance of pure reason. For Hirst the forms of knowl-
edge are not capable of any absolutist justification. They are simply 
the best we currently have. Nevertheless they provide the structures 
and bounds of sense in describing our mental activities. In this sense 
Hirst is following Strawson’s (1959, 1966) modification of Kant. This 
modification amounts to recognizing that no transcendental justifica-
tion can be given of the categories of understanding. We cannot justify 
such structuring of our experience on the basis of the deliverances of 
pure reason. Nevertheless, Strawson asserts we can describe what in fact 
seem to be our current basic categories of understanding and these in 
fact do structure our experiences.

The problem with the Strawsonian approach is that while it looks as 
if it recognizes conceptual change and diversity, it leaves the process of 
such change wholly mysterious. For either this approach gives no ac-
count of conceptual change, or it leaves the question of the adequacy of 
alternative structurings untouched. But what are we to say of alternative 
structurings of experience, alternative bounds of sense? Are they better 
or worse than ours, or simply incomprehensible? If comprehensible, 
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what sense can then be given to changes in our concepts? Even if we 
have good reason to believe that our current bounds of sense apply to 
all humans in the circumstance in which we currently live, how could 
we make any rational, even plausible, decisions about changes in such 
structures in the face of changed circumstances? Strawson and Hirst 
lack the full-blooded Kantian justification, and so these questions are 
appropriate, but they are not answered. Indeed, it is hard to see how 
they could be answered since the bounds-of-sense position seems es-
sentially committed to recognizing only assimilation as an adaptive 
process and denying the adaptive nature of accommodation (in my, 
not Piaget’s, sense of those terms).

My own view of the logico-mathematical structures differs from both 
Piaget’s and Hirst’s in that both conceptual change and the relative 
autonomy of an individual’s cognitive structures are taken seriously, as 
is the necessity of accounting for the continuity in conceptual change. 
On my view there is a kind of equilibrium to be found in control 
system theory. Control systems remove disturbances to perception, 
where the behavior is accounted for in terms of existing structures. 
There is another related equilibrium, reflective equilibrium, which is 
what serves on the variation and selective retention model to explain 
when a conceptual variant is better than a competitor. If the variant 
removes an anomaly and allows assimilation to proceed with the new 
structure, where all the selection criteria have been satisfied, then the 
new system is in reflective equilibrium, from an internal point of view.

I have argued that observational systems and the norms of reason, 
including the logico-mathematical structures, comprise two sets of 
relatively stable, albeit quite different, representational systems and, 
hence, serve as selection criteria for conceptual variants. I have claimed 
that such twin stabilities at the “concrete” and “abstract” ends of our 
cognitive schemes are to be expected on the variation and selective 
retention model, even though these stabilities are neither guaranteed 
nor impervious to future changes. What this means is that logico-
mathematical structures will in fact exert a very powerful effect both 
on the growth of knowledge in general and on the course of individual 
development. I have already shown how logico-mathematical structures 
will form a core selective system on the level of general enquiry. They 
will likewise be centrally implicated in an individual’s learning and 
development because of their evolutionary success for human beings. 
These systems can be implicated in a variety of ways. There is the obvi-
ous fact that we socially inculcate logic, mathematics, and reasoning 
skills into our children (although the account of how this occurs thus 
far remains elusive). Perhaps we can properly construe other systems 
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of thought that are not characterized by explicit logico-mathematical 
formulation as nevertheless conforming to the norms of reason, e.g., 
different cultural or individual reasoning processes. It may also be that 
some other such structures are really “prototypes” of Piaget’s logico-
mathematical structures and as such will prove tremendously important 
to an individual’s cognitive development.

What has emerged thus far from the discussion of an individual’s 
learning and development from an internal perspective has not been 
very fruitful. Although Piaget’s descriptions of development and stage 
transitions may be helpful in understanding the relatively autonomous 
development of an individual’s conceptual scheme, his explanation 
of this development in terms of equilibration (as he understands the 
term) was not helpful. I have suggested that the notion of reflective 
equilibrium which I have been developing might help, but that sug-
gestion needs to be spelled out in more detail.

5. Robustness Again

The supposition of the existence of robust nodes of stability in the 
ecology of the individual can be pressed into the service of an account 
of the internal view of learning and development. Recall that a node 
of stability is a point in the ecology that is stable enough so that it can 
form the basis for the controlled quantity of a control system. In other 
words, we can represent a node of stability and behave in ways to correct 
disturbances to our representation of it. A node is robust if it can sup-
port a variety of control system representations. Another way of making 
this point is to say that the different boundaries given by the different 
representational systems are largely congruent. Disturbances in one 
boundary representation will likely be disturbances in another boundary 
representation. This single supposition, surely a plausible one, provides 
the basis for constructing an account of how it is possible that from an 
internal perspective an individual’s cognitive scheme could develop in 
roughly the ways it does. We can also give an account of the conditions 
under which we can make sense of the notion of leading individuals to 
the public mode of understanding by getting them to assess the situation 
by means of their personal modes of understanding (see Green, 1971).

The process is that of a kind of pattern matching or triangulation. 
(See Campbell, 1959, 1966.) The progress from one Piagetian schema 
to a later more adequate one can be seen as a transition between two 
successive control systems focused on the same node. However, instead 
of Piaget’s conceptual link between the two systems, on the present 
view the connection will be the empirical one involving the fact that 
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the boundaries defined by the first control system largely overlap the 
boundaries defined by the second control system. A disturbance in one 
will likely be a disturbance in the other. This feature is what gives the 
clue to the judgment that the later control system is focused on the 
same node as the earlier one. The two triangulate on a single “object.”

What does this triangulation look like in specific examples? A 
striking, literal example of triangulation is to be found in ordinary 
binocular vision. Psychologists have explored binocular vision utilizing 
a device known as a stereoscope. This device presents a separate field 
of stimulation to each eye. It turns out that the patterns presented 
have to be very similar in order for the familiar fusion into a single 
image to take place. Thus if two vertical lines are presented to each 
eye, but differently separated, the patterns do not fuse, but rather are 
superimposed, and three or four lines will be seen. The pattern node 
is not robust enough. On the other hand, if highly patterned but very 
different presentations are made to each eye, one or the other will be 
totally suppressed. The nodes, although individually very robust, are 
different and hence cannot be triangulated upon. The necessity of 
robustness is further illustrated by the use of a reduction screen. This 
allows only very small parts of a larger pattern to be presented to the 
eyes. When the same small piece of the pattern is presented to each 
eye, it is impossible to tell if it is the same piece when the reduction 
screen is in place, but easy when it is removed and we can utilize the 
whole pattern to locate the part. A part of triangulation thus involves 
the ability to discriminate the node of stability from surrounding nodes.

Memory patterns form another illustration of triangulation: we can 
triangulate across time on the same node of stability. First we observe a 
node with a given control system and store the perceptual pattern thus 
received; then, on a subsequent occasion, the use of the same control 
system generates a perception similar to the memory and justifies the 
judgment of sameness. (Note here that the account is not question 
begging because similarity has already been accounted for in terms of 
control systems. In this case, we have a system triangulating on both 
the memory and the present perception to see if there is a norm that 
comprehends them both.)

The preceding examples of triangulation have been within the realm 
of assimilation. However, what is at issue here is an individual’s accom-
modation. That is, how is it possible for the individual to change con-
ceptual structures and yet preserve a continuity between the structures? 
Consider several typical Piagetian experiments. Assume that the baby 
in the crib possesses both visual and tactile control systems. How are 
they put together? There are bound to be innumerable opportunities, 
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but, for ease of explication, suppose there is a mobile hanging in the 
crib and the baby bumps into it while viewing it.

Clearly the disturbances of the boundaries of the two systems, visual 
and tactile, coincide; what disturbs one disturbs the other. The requi-
site robustness is present for the two systems to overlap and focus on 
the “same” object. We might well suppose that what has occurred is a 
change of conceptual schemes from visual objects and tactile objects to 
a single object with visual and tactile qualities. The continuity consists 
in a very large similarity between disturbances to a “tactile-object con-
trol system” and disturbances to a “tactile-qualities-of-a-physical-object 
control system.” For most purposes we behave in similar ways to the 
two controlled quantities, although perhaps not entirely. We have to 
learn that we cannot walk through a glass door.

Another Piagetian example involves not merely tying together the 
various qualities of a physical object, but its permanence when those 
qualities are not being perceived. Thus Piaget reports children’s appar-
ently not realizing that a toy passed behind an opaque screen still exists 
and is the same toy when it appears on the other side rather than being 
a new toy. Later, children do come to see the permanence of the object 
and hunt for the toy behind the screen. (Again, of course, alternative 
explanations can and have been offered, but I am here concerned with 
demonstrating how we are to understand the Piagetian explanation in 
terms of changing mental structures.) Once more the possibilities for 
such situations are virtually limitless, but suppose the child is holding a 
toy which is accidentally put out of sight, under a blanket, say. Assuming 
that the child already controls for physical object, then a tactile quality 
remains while the visual quality is absent. Is there a new object or are 
objects permanent when some of their qualities are not being perceived? 
Perhaps the object looks and feels the same when it emerges from un-
derneath the blanket. Once again the continuity is provided by the fact 
that the boundaries of potential disturbances of the object-existing-only-
when-perceived coincide largely with the permanently-existing-object, 
although again, perhaps not entirely. It would be hard to understand 
how the existing-only-when-perceived control system could handle 
objects that change their look or feel, like a fire that burns out with no 
one in the room. (I assume here that no one is attributing to a child the 
sophisticated idealism of a Bishop Berkeley who tried to explain even 
the fire without presupposing object permanence.)

Finally, consider the conservation experiments. When a child comes 
to realize that the water poured from the shallow container to the tall 
container is the same, then the concept of more or less matter will have 
changed. Again, however, there is a triangulation on the same node of 
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stability, and the disturbances to the two control system representa-
tions of the node will largely overlap. Thus, it may well be that origi-
nally “more stuff ” means for the child “more vertical height,” and, of 
course, even with the new view of conservation, more height usually 
will indicate more stuff, especially with objects that are constrained in 
their horizontal spread. That is, taller trees generally contain more stuff 
than do shorter trees, taller buildings more stuff than shorter buildings, 
and taller heaps of sand, more stuff than shorter heaps of sand. The 
boundaries defined by the different representational systems overlap 
and are partially congruent.

Overlapping boundaries then provide the condition for how we 
can understand the continuity in an individual’s development with-
out presupposing a conceptual connection between later and earlier. 
But the question remains, why should an individual change? Once 
again, the answer must be given not merely in terms of our collective 
understanding of the felicitous nature of the change, but also from 
the individual’s point of view. Of course, as curriculum planners, we 
will need to appeal to our collective understanding for justification of 
our programs, but we will also have to appeal to the student’s point of 
view—because that will make us more effective, and because ethically 
we must justify changing a person’s conceptual scheme, and because 
epistemologically we must if we wish the student to understand what 
we are teaching. Indeed, the necessity for reconciling the external jus-
tification in terms of our collective modes of understanding with the 
internal justification in terms of an individual’s mode of understand-
ing, without reducing one to the other, forms the central challenge to 
educational epistemology. It is nothing less than the Meno dilemma 
at the level of individual learning.

From the student’s point of view, then, a change of structure will be 
motivated by an anomaly. An anomaly is a disturbance which cannot 
be removed by the ordinary operations of the existing framework but 
neither can it be ignored for it is a disturbance and thus something 
humans are concerned about. It is defined in terms of the existing 
framework and because of that guides at least the initial selection of 
variants proposed to remove the anomaly. Recall the discussion of 
this process in scientific discovery in chapter 4, section 4. Initially the 
individual, much as the normal scientist, will attempt to assimilate the 
disturbance to the existing conceptual schemes and structures, and it 
is only when the disturbance continues to resist such efforts that it 
becomes an anomaly and variant changes of structure become likely.

Now, of course, for the young child the variants may not be the out-
come of any conscious reflective hypothesis as they probably are for both 
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the scientist and the older student, but they are seemingly pursued in 
a quite deliberate, experimental way. Piaget reports that new structures 
are explored and experimented with in the process of development. The 
continual tactile, visual, gustatory, and auditory explorations of the en-
vironment by the young child seem to give ample evidence of this. Thus 
if a toy gets covered by a blanket for a child who does not yet have the 
concept of object permanence and the child wants something to play 
with, there is an anomaly. Various exploratory movements are emitted; 
these in the past have often led to a toy; they may result in finding the 
toy under the blanket. Has the child created a new toy? Possibly this is 
what the child believes. But if so, the child may attempt to create a new 
toy by looking under the blanket again, when the toy has been knocked 
out of the crib. The “creating movements” of search are unsuccessful in 
this instance and the anomaly remains. A new structure must be sought. 
These sorts of situations must confront the average child almost con-
tinuously, and the range of potential variants is already highly focused 
by prior evolutionary selection of what is available for variation and by 
the particular focusing effect of the anomaly. Thus, the idea of object 
permanence is likely to be hit upon, and, as it is used, it seems to coincide 
with the boundaries of earlier representational systems in most instances 
and allows the control, in some way or other, of the situations which 
were anomalous under the earlier conception. A reflective equilibrium 
has been reached from the child’s point of view.

Notice that this reflective equilibrium is no guarantee of the truth. 
Some equilibria that are reached, although they remove the instigat-
ing anomalies and work tolerably well for most succeeding cases, may 
yet be slightly off. And this corresponds well with the known facts of 
development. Vertical height as an indication of “more” works pretty 
well most of the time, but in some cases it fails. There is the well-
known fact that in early language learning children utilize systematic, 
yet wrong, rules. The stage of forming all past tenses in a regular way 
by adding -ed is familiar. Faced with the anomaly of not being allowed 
by parents and teacher to talk about the past with present-tense con-
structions, children hit upon the technique of forming past tenses in a 
regular way. It works for a lot of cases, but not all. Or finally consider 
the effects of being brought up in a sheltered home environment and 
then facing, say, a modern college experience. The inadequacies of the 
reflective equilibrium achieved earlier in the face of the new ecology 
are well known to college counselors.

The point here is not that truth is determined by reflective equilib-
rium, but rather that unless the ecology upsets a given reflective equi-
librium, thereby creating anomaly, we will not know that our current 
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reflective equilibrium is not completely adaptive. Our only approach to 
truth is through reflective equilibrium; and reasonableness, in contra-
distinction to truth, is a function of reflective equilibrium. This is to say 
in yet another way that if we wish our students to understand what we 
are teaching them, we must focus on the reflective equilibrium, or what 
can come to be a reflective equilibrium from the student’s point of view. 
We must start with where the student conceptually and behaviorally is.

But this raises another important point. If we do not pay attention 
to the students’ reflective equilibria and their relation to the reflective 
equilibria we believe characterize our collective understanding, some 
strange and unwanted reflective equilibria can and do arise in the 
students’ minds as a result of our educational efforts. I have already 
mentioned the almost inevitable shift from learning as a goal to grades 
as a goal, given our current misguided emphasis on measuring outcomes 
rather than seeing if disturbances are corrected (chap. 5, sec. 8). If we 
introduce disturbances to the students’ conceptual schemes and then 
provide an educational ecology selecting variants that lead to getting 
good grades as opposed to variants that emphasize learning, can we 
really be surprised when the students reach a reflective equilibrium 
that views grades as the purpose of their learning?

The examples can be multiplied ad infinitum. The point is crucial. 
When faced with anomalies to their current ways of dealing with 
things, students will vary their mental structures to reach a new reflec-
tive equilibrium, but what equilibrium they reach will depend heavily 
on the ecology which selects among the variants. It is thus essential to 
the inculcation of a critical, evidential style of belief that we provide an 
educational ecology that will select for evidential styles of belief when 
such are tried out by the students. Moreover, if we do not know what 
the students’ current reflective equilibria look like, we will be unable to 
tell if a given educational ecology will actually select variants leading to 
an evidential style of belief or not. To take one current and troubling 
example, we might well think that an educational environment that 
models the critical examination of issues would help select variants lead-
ing to an evidential style of belief. Yet, I think it has been the experience 
of many educators that given the widespread subjectivism and lack of 
understanding of reasoned argument on the part of many contemporary 
students, just the opposite effect may result. That is, suppose a student 
possesses some set of values or other along with the belief that values 
cannot possibly be discussed rationally. Suppose we, as teachers, cause a 
disturbance by presenting alternative values or drawing out some unde-
sirable consequence of the student’s set of values. Suppose, we also stand 
ready to engage in critical discussion of both the student’s values and our 
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own challenge. Now if we fail to appreciate that the student believes that 
it is impossible to engage in such a discussion, our attempts to do so are 
likely to reinforce the belief that a commitment to critical argument is 
just another value on a par with all the others and no more “objective” 
than any of the others. An insistence on critical argument by the teacher 
will be seen as demonstrating that teachers are really just authoritarian 
after all. Paradoxically the student may well come to believe that critical 
argument, an evidential style of belief itself, is just a sophisticated way 
of masking basically authoritarian attitudes. Our honest attempts at 
inculcating a rational style of belief will lead to just the opposite result 
because we have not fully appreciated what our efforts might look like 
from the student’s point of view, and it is from the student’s point of 
view that a reflective equilibrium must emerge.

6. Appreciating the Student’s Point of View

Given the model of learning propounded in this book, and assuming 
that the question of the justifiability of teaching the student a given 
piece of material has been settled affirmatively, the teacher must deter-
mine if the lesson being taught is one that the student will assimilate 
or whether it will require an accommodation. This must be done by 
considering the current cognitive structure of the student or students. 
Ideally, of course, we would tailor our instruction to individual students’ 
cognitive structures at any given time, but with a few exceptions, e.g., 
doctoral study, this is generally not possible. However, since we must 
make some kind of group estimate, it becomes clear that groupings 
of students with homogeneous conceptual structures with respect to 
any given lesson are epistemologically justified. Thus to the extent 
that age grading, or tracking, or course prerequisites, or self-selection 
guarantees some cognitive homogeneity for a given lesson, such rule-
of-thumb practices may be epistemologically justified. Of course, I am 
not suggesting that merely because there is this epistemological point 
in favor of, say, tracking, that we ought, therefore, to track. There are 
other considerations, primarily of a social nature.

For lessons which are largely capable of being assimilated in terms 
of currently existing cognitive structures, teaching strategies and 
techniques such as practice, lectures, homework, programmed texts, 
are all useful for this kind of didactic function (Broudy, 1972). The 
logical point is to determine what the nature of the learning process 
is likely to be—assimilation or accommodation—and then to choose 
the teaching technique on those grounds. The same lesson may require 
assimilation by one group of students and accommodation by another. 
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So simple-minded assessments of teaching techniques which consider 
only the subject matter being presented and do not take account of 
the cognitive development of the students in relation to the goals of 
both teachers and students are largely useless.

Yet many teaching studies concentrate on variables such as authori-
tarian style of teaching, inductive style of learning, open classroom, 
and so on. Such variables are wholly inappropriate because they are 
not placed within the integrated view of learning I am here advocating. 
The variable of authoritarian teaching style, for example, is currently 
conceived of as a relatively independent stimulus in the learning pro-
cess. On the view I am developing, it can be seen that if the material 
is largely an addition to existing structures, if it has been determined 
that the students already possess the requisite organizing structure, 
if the goals of the students are largely to flesh out that structure, and 
so on, then an authoritative presentation of facts (possibly even in an 
authoritarian style) may be appropriate. Whereas, if the problem is 
one of changing students’ cognitive structures, if the students need to 
be motivated to change, and so on, authoritarian teaching styles may 
be wholly inappropriate. The point is that variables like “authoritar-
ian teaching style” do not seem to cut up the field of teaching in very 
useful kinds of ways. Even when variables that might be relevant are 
studied, such as organization of material, seldom are they seen in light 
of the stage of cognitive development of the students. As we all know, 
beautifully organized material will occasionally fall completely flat. 
On the assimilation and accommodation model this will occur if the 
students do not already possess the framework for appreciating the 
organization the teacher imposes. If the students do possess the proper 
framework, then well-organized material will probably be effective.

When we consider cases in which accommodation seems to be the 
proper learning response, the situation is even more complex. In the 
first place, in cases requiring accommodation a simple presentation of 
the information to be acquired by the student will by hypothesis be 
ineffective if the information is represented as it appears in the public 
collective modes of understanding, because it is precisely such modes 
of understanding to which the student must accommodate. The basic 
concepts of limits in calculus, philosophical questioning of previously 
taken-for-granted presuppositions, and atomic physics all seem to be 
examples typically requiring accommodation. If this kind of mate-
rial is presented by lecture, for example, ample opportunity must be 
provided for the student to try out variants which are hypothesized 
by the student as appropriate, to see if such variants really do focus on 
the nodes the teacher is trying to get across. Put in slightly different 
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terms, in accommodative learning, new systems of representation and 
perception are at issue, and the teacher must not simply assume the 
student will automatically perceive things the way the teacher wants 
the student to perceive them (Petrie, 1974b).

The basic teaching techniques for accommodative learning are prob-
ably heuristic (Broudy, 1972). That is, the teacher is primarily concerned 
to help the student master new modes of representation and new ways of 
dealing with material. It is not simply a matter of the accretion of facts 
and skills to an already established base. Rather it involves changing the 
base. Discussion and discovery techniques will typically provide useful 
tactics, although here, too, there will be no one-to-one correspondence 
between accommodative learning and particular tactics. Discussion is 
useful because it typically provides greater opportunities for the student 
to try out variants. Practice and homework are also important, not so 
much to fix material which is presumed to be understood as to eliminate 
plausible but inadequate variants the student may be trying out; in short, 
to help the student understand. In both assimilation and accommoda-
tion the student’s active participation is essential, for the goal is either 
eliminating disturbances or reaching a new reflective equilibrium, both 
of which are active processes.

One other feature is of particular importance to the teacher. The 
student will try to assimilate everything presented. If assimilation is the 
goal, the material must be couched in terms the student can grasp. If 
accommodation is the goal, then assuming the teacher does disturb the 
student’s schema sufficiently to cause an accommodation, the educational 
ecology must be such as to promote the right kind of accommodation. 
The student will change cognitive structures to reach a reflective equi-
librium, but since the student, by hypothesis, does not know what the 
proper equilibrium looks like, the possibility exists that an equilibrium 
will be reached that is quite different from the one desired. The phenom-
enon of underprivileged children being completely turned away from 
school and yet being able to cope very well with their street environment 
can almost surely be explained by the lack of an educational ecology 
which would or could select for the desired equilibrium. I am not here 
necessarily blaming the schools. The selective pressures of the streets may 
be much sharper for such a child in our society than any formal school 
ecology which we might be able to provide.

From the point of view of the student, assimilation will be attempted 
with all material. The student will attempt to remove any disturbance 
to extant representational systems by utilizing those systems. If the 
material can be handled in that way, all will be well. If, however, the 
teacher wants an accommodation, but has not sufficiently analyzed 
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the student’s conceptual scheme to see that the student might instead 
assimilate the material, misunderstanding will result. The student will 
think the material is understood, and if there is significant overlap in 
the student’s way of processing the material and the teacher’s way, the 
mistake may remain hidden for some time.

So if accommodation is the goal, the disturbances must become 
anomalies for the student, and the search for a new reflective equilib-
rium must begin. But in such cases, the student needs to be willing 
to try out the variants that come to mind, for only by subjecting the 
variants to the educational ecology are we likely to achieve the desired 
outcome. What the student will have to realize, contrary to much 
popular talk about good teaching, is that in such cases, the teacher will 
not be able to lay out the ultimate learning goals in terms the student 
can understand in the beginning, and that this is not a deficiency on 
the part of either teacher or student. It is a logical point about accom-
modation. The student will literally not know where he or she is go-
ing. Confusion about the course will be the standard experience. The 
remark is familiar: “I was lost for almost the whole course, but then it 
all fell into place.” Currently such a remark is taken to mean either the 
teacher could have done a better job or the student was somewhat slow. 
In either case it is assumed that the situation could be corrected. On 
the assimilation and accommodation view such an experience on the 
part of the student is to be expected, and is in principle unavoidable. 
It simply reflects the existence of anomalies to the student’s current 
representational schemes, the trying out of variants, and ultimately 
the new reflective equilibrium reached by the selection mechanisms. 
In accommodation, i.e., in grasping the new-knowledge horn of the 
learning dilemma, the student literally does not know that which is 
being learned, but there are selection mechanisms in the student and in 
the educational ecology which will lead to a new reflective equilibrium.

I turn now to the question of the justification of educational prac-
tice. (See, for example, Oliver, 1976.) As long as we are operating 
under the assumption that we can give a completely general account 
of rationality and somehow or other ground the account in certain 
knowledge whether it be of concrete particulars, abstract universals, or 
methodological principles of enquiry, the justification of educational 
practices will assume a kind of transcendental form. By this I mean that 
the principle of justification will be somehow located independently 
of actual adaptive human behavior in a changing environment. I have 
examined such an example in Hirst’s justification of liberal education. 
The transcendental nature of the justification is particularly revealing 
in Hirst’s case since, as I have shown, he does admit that rationality 
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depends on the bounds of sense within which human beings find 
themselves. That is, in some sense, reasonableness depends on the 
kinds of contingent beings we are and the contingent world in which 
we happen to find ourselves. Nevertheless, Hirst explicitly denies that 
any account of reasonableness can be found outside of or even push-
ing against the bounds of sense. As I have argued, such a view cannot 
account for the fact of conceptual change.

Once we give up the search for a general account of rationality 
and instead focus on the processes by which people in general and 
individuals in particular manage to cope with their environments, 
we are faced with a corresponding shift in the nature of educational 
justification. No longer will we be able to appeal simply to our current 
collective wisdom without also taking into account the reasonableness 
of potential changes in such wisdom and the reasonableness of indi-
viduals whose wisdom is at variance with our collective wisdom. In 
short, we will have to take seriously the autonomy of the individual, 
and the burden of proof will shift from the individual, who will no 
longer have to justify deviations from the educational system, to the 
educational system, which will have to justify changing an individual’s 
already-achieved reflective equilibrium.

Often the burden of proof can be carried. We justifiably do not 
let three-year-olds ride their tricycles in the street, and we are prob-
ably fully justified in our insistence that everyone learn to read, write, 
and do arithmetic. At the other extreme, it is almost surely wrong to 
direct adults into various social slots based on some central planner’s 
estimates of social needs. In between lies a vast gray area. Are we justi-
fied in requiring a distribution of studies in a liberal arts curriculum 
among science, social science, and humanities? What, if anything, is 
justifiably required of a high school student with respect to English? 
Literature? That the students be able to write? What? The knowledge 
of explicit grammatical rules? Why?

Clearly, detailed decisions will depend on a detailed consideration 
of the specific instances, but a few general points can be made. If there 
are some general principles of individual development that show, for 
example, that certain ways of looking at things will change as the child 
develops, then we need not allow considerations taken from such ear-
lier stages to weigh decisively in curriculum decisions. We need not, 
for example, allow the kind of reasonableness of the nonconserving 
child to dictate the views of physics that child should ultimately hold. 
At the same time, we would not be justified in possibly inculcating 
counterproductive learning habits by treating such nonconserving 
views as simply mistakes.
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For some subjects we might well decide that typically individuals’ 
purposes and goals for their educational activities coincide almost 
wholly with the purposes of people in general as these are embodied 
in collective rational enterprises such as science, the law, and so on. 
In such cases we would probably be justified in presuming to initi-
ate everyone into such modes of thought although we would have to 
distinguish carefully between the way those modes of thought are car-
ried on explicitly by the expert practitioners of them and the way they 
might figure in other people’s development. This is the point urged 
earlier that the mode of understanding embodied in an explicit form 
of knowledge need not necessarily be simply copied in the student in 
order to inform the student’s thought. We would also have to be careful 
to allow individual exceptions when a plausible case can be made that 
despite the generally accepted and pervasive nature of certain general 
purposes embodied in rational enterprises, a given student does not 
really have such purposes and goals. For example, it might be argued 
that to be successful a musician or performing artist must devote so 
much time to the development of the requisite technical skills that a 
liberal education on top of that is just not possible. Hence, we ought to 
segregate such people at early ages into arts academies and train them 
accordingly. I do not necessarily advocate such a policy, but it could 
conceivably be justified in this kind of way.

A third general principle has to do with the question of whether 
we are justified in compelling students to transcend a given mode of 
thought in order to attain a stance from which, were they then to 
choose the original mode of thought, we would be satisfied. This kind 
of question is what lies behind our uneasiness when certain narrow 
kinds of decisions are taken at impressionable times. Thus we do not 
so much mind someone’s choosing to believe in astrology if the person 
has knowledge of, and a critical attitude toward, the alternatives. We 
do feel uneasy if somehow an early induction into astrology forecloses 
the investigation of alternatives, and somehow the charge does not ring 
true that such a reliance on rational consideration of the alternatives 
is itself just one more narrow kind of bias, on a par with astrology.

The evolutionary perspective provides some guidance here. While 
recognizing the fallibility of current collective wisdom, it insists that 
an overall strategy of pursuing each and every variant no matter how 
wild is not ultimately adaptive. That is, the variation and retention 
mechanisms must be in some kind of balance for evolution to be at all 
adaptive. If too much time and energy are spent generating variants, 
then not enough time and energy will be left for selecting the variants. 
If too much time and energy are spent on selection and retention, none 
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will be left for variation in response to changing ecological conditions. 
If a variant is pursued after we have considered the alternatives, we seem 
to be giving some room to the demands of both retention and variation.

The upshot is that it may be justifiable to insist somewhere in our 
educational system that individual forms of reasonableness give way to 
the collective forms of reasonableness which we hope are embodied in 
the educational system, provided that at other points decisions to reject 
the collective understanding are honored. Without such provision the 
possibility of conceptual change in the collective reasonableness would 
seem to be effectively foreclosed. For the only source of such potential 
change are individual forms of reasonableness. To put the point in 
terms of the Meno dilemma, the collective understanding preserves 
the insights of the old-knowledge horn while the relative autonomy of 
individual understanding captures the insights of the new-knowledge 
horn. Without in any way sanctioning either dogmatism or license, the 
evolutionary approach reminds us of the possibility of both conceptual 
change and conceptual continuity.

7. An Objection Considered

D. W. Hamlyn (1978), among recent philosophers, has been most 
explicit about considering the epistemological problem of the growth 
of knowledge. His book, Experience and the Growth of Understanding, 
is a conscious attempt to grasp the old-knowledge horn of the Meno 
dilemma. Despite its improvement on most old-knowledge approaches 
and the many presuppositions it shares with my own account, I have 
argued that Hamlyn’s position is radically incomplete. It does not 
take account of conceptual change, diachronically and synchronically. 
Hamlyn is correct in his emphasis on the social setting in which the 
development of knowledge takes place, but he errs in not appreciating 
the fact that societies, too, must be placed in the context of the histori-
cal development of the growth of knowledge in general.

However, because of Hamlyn’s explicit recognition of the importance 
of the Meno dilemma, he canvasses alternative positions and raises ob-
jections to them. In particular, he objects to Piaget’s implicit attempt 
to solve the Meno dilemma. According to Hamlyn, Piaget’s account of 
genesis with structure fails to solve the puzzle for a variety of reasons. 
My own account, although differing at crucial points from Piaget’s, can 
also be fairly characterized as an account of genesis with structure. For 
this reason it will be useful to rehearse Hamlyn’s objections to Piaget 
to see the extent to which my own account overcomes them. In pass-
ing, it should be remarked that Hamlyn admits (p. 49) that Piaget’s 
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account of genesis with structure blocks the potential infinite regress 
of knowledge that Hamlyn found fatal to the rationalist’s structure 
without genesis. Thus an account of genesis with structure is prima 
facie a promising candidate for explaining the growth of knowledge 
and understanding.

One of Hamlyn’s objections to Piaget’s view of the development of 
structures is the vagueness that surrounds the criteria of identification 
of structures (p. 47). This is a standard criticism of Piaget, and, given 
his emphasis on a stage development theory, it is crucial. My own ac-
count does not depend upon a stage theory, but rather upon the view 
that structures are to be explicated in terms of control theory. On my 
view, the identification of a control system is in principle straightfor-
ward. Introduce a disturbance to the hypothesized controlled quantity 
and see if the disturbance is counteracted. If it is, there probably is 
a control system in operation controlling the hypothesized quantity.

A second challenge that Hamlyn raises is that Piaget gives no account 
of where the structures come from in the first place. I have already 
commented that Hamlyn’s own account of the origin of knowledge 
does nothing more than repeat the truism that knowledge does, in fact, 
have an origin. My account of the origin of such structures is twofold. 
I have tried to give an evolutionary account of the growth of knowledge 
in general that makes use of the blind variation and selective retention 
model of explanation. Thus, this part of my account goes beyond Ham-
lyn’s in taking into consideration the historical context in which any 
society finds itself. With regard to the origin of an individual’s knowl-
edge, I have relied upon both the capacities that individuals possess 
as a result of the learning of the race, and the notion of triangulation 
as well. The triangulation is of thought and action and, thus, does go 
further than Hamlyn’s account. At least the outlines of a model of how 
basic knowledge can come about are present in my position, whereas 
with Hamlyn, knowledge just occurs.

Closely connected to this last point concerning the origin of knowl-
edge structures is Hamlyn’s claim that Piaget does not give an account 
of how agreement in judgments is possible (p. 56). Since I, too, believe 
that agreement in judgments is crucial for an account of the growth of 
knowledge as opposed to the mere origin and development of cognitive 
structures, I must meet this challenge (p. 48). I have essentially agreed 
with Hamlyn that when a change of knowledge structures is not at is-
sue, a reference to the possibility of agreement among persons pursuing 
the same mode of knowing is crucial. Where I believe I have improved 
upon Hamlyn here is in also giving an account of the triangulation of 
thought and action, thus providing another access to the world besides 
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the cognitive structures themselves. Objectivity does have a toehold. In 
cases where what is in question is a change in the mode of knowing, I 
have given an account both for the race in terms of evolution and for 
the individual in terms of triangulation.

My evolutionary account also meets Hamlyn’s objection that much 
traditional epistemology, including Piaget’s, concentrates on one’s own 
case without taking account of the social nature of knowledge (pp. 
54-55). I have already argued that Hamlyn himself is too parochial 
in concentrating only on a single society and not considering the fact 
that a society’s modes of knowing change and develop over time. De-
spite Hamlyn’s disparagement of biological accounts (see below), an 
evolutionary perspective of blind variation and selective retention is 
manifestly not an individualist position. It requires not only a social 
perspective at this point in time, but a historical social perspective as 
well. Hamlyn sometimes seems to conflate his objections to an indi-
vidualist perspective on the growth of knowledge with his objections 
to a biological account that he believes cannot meet the epistemologi-
cal requirements for understanding the growth of knowledge. I think 
it is clear that my evolutionary account is not individualist in tone. 
It does, however, run together the biological and the epistemological, 
and it is to this objection that I now turn. Hamlyn says (pp. 56-57):

In adopting his biological approach Piaget often uses terms such 
as “biological knowledge,” but the justification for the use of such 
terms rests only on the general analogy that he sees between cogni-
tive development and more general biological development. The 
acceptability of that analogy itself, however, turns on whether the 
concept of knowledge can be construed in strict biological terms; 
hence, unless further considerations were adduced, the argument 
would be circular. It might be argued that the further considerations 
lie in the detailed working out of the analogy that Piaget provides 
in Biology and Knowledge; but in fact that working out is merely a 
detailed extension of the analogy and does not bring forward inde-
pendent considerations. The idea that the cognitive development of 
the individual can be seen as a sequential succession of equilibrations 
brought about through assimilation and accommodation is at least 
commensurate with the idea that it can also be seen as a progressive 
structuring of the world by the individual. All that is lacking in the 
second idea to make it strictly commensurate with the first is the 
idea that the structuring must follow certain necessary paths if it is 
to result in the mature way of structuring things. A mature way of 
structuring things, however, is not eo ipso the right way of structur-
ing things; yet it should be this if it is to be knowledge.
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Hamlyn does not claim that, in principle, a biological approach to the 
concept of knowledge must be mistaken. His objection seems rather in 
the nature of a challenge. Any approach to the growth of knowledge 
must in fact account for why it is knowledge. In arguing in some detail 
for a naturalized epistemology, I have been arguing that it is at least, in 
principle possible to give a biological account of knowledge. The ques-
tion then becomes whether or not my own account does provide the 
further considerations Hamlyn claims are lacking from Piaget’s account.

It is at this point that Hamlyn’s concern for the possibility of agree-
ment in judgments enters in. He claims (p. 59):

When, therefore, it is said that Piaget seriously underestimates the 
social in his approach, it is not just that he underestimates the ef-
ficacy of social factors in producing deviations from the normal 
pattern of development which he thinks necessary for the reasons 
given; it is also that he ignores the necessity of bringing others into 
the picture as part of the context in which alone the concept of 
knowledge can get a purchase. Thus a purely biological model and 
the epistemological approach which is commensurate with it must 
prove inadequate for the task in hand.

Does my biological approach fare any better than Piaget’s? Does my 
account allow us to give application to the concept of objectivity’?

Hamlyn’s objection to Piaget’s biological approach seems to be that 
Piaget’s notions of reversibility and decentration do not sufficiently get 
us away from the case of the individual. They provide at best necessary 
conditions for objectivity but not sufficient conditions (pp. 55-56). 
The conditions could, in fact obtain, and yet we could fail to have 
knowledge because we have not taken into account the contribution 
of the world to our knowledge. Hamlyn seems to be claiming that it 
is a conceptual point after all that objectivity entails truth.

In a sense this is a strange condition for Hamlyn to place on an account 
of the growth of knowledge. In other places he claims that knowing does 
not entail knowing that we know. For example, he says (p. 91):

Nevertheless, it is possible for us to come to take things in a cer-
tain way without this being counted by us or recognised by us as 
knowledge, and yet for it to be recognised later that this is what it 
indeed was. We may say “I came to know at that point that it was 
so, although I did not recognize at the time that I did know it.”

If Hamlyn really is presupposing that the epistemological problem is 
not simply to trace the logic of the concepts of the growth of knowledge 
and understanding, but to give sufficient conditions for their employ-
ment, then he is clearly an epistemologist of the old school after all. 
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He wants a certain and absolute basis for knowledge and will not be 
satisfied until he has laid skepticism to rest entirely. I have spent this 
whole book in arguing that such certainty is not to be found, and I 
can only hope that my arguments for a naturalized epistemology may 
have given at least a sketch of a plausible alternative to such an extreme 
position.

On the other hand, if, as appears more likely, Hamlyn is simply 
saying that a sketch of how objectivity is possible is required, then his 
objection to Piaget is a challenge rather than an outright rejection. 
In this case, the challenge applies equally to Hamlyn’s own account. 
For Piaget, it is possible that an individual’s acquiring the concepts of 
reversibility and decentration is insufficient to guarantee the possibil-
ity of knowledge. For Hamlyn, an individual’s having been taught to 
agree in judgments with a given parochial society is equally insufficient 
to guarantee the possibility of knowledge. That society’s modes of 
knowing may be inadequate. What my evolutionary account provides 
is an explanation of why agreement in judgment with others in a so-
ciety gives objectivity a purchase. Any given society is a product of a 
long evolutionary process of selective retention of the judgments that 
have allowed human beings to deal with their world. The concept of 
the social is crucial to the possibility of the objectivity of knowledge 
precisely because when knowledge is conceived of as adaptation, the 
social is the analogue of the species, and it is the species which adapts. 
The social is, therefore, the repository of adaptation, and, ipso facto, 
of knowledge and objectivity.

It is, I must admit, in the last analysis possible that the agreement in 
judgments of the human race may be insufficient to guarantee objec-
tivity and knowledge. After all, species do die out in the evolutionary 
scheme of things. But what is at issue is the possibility of objectivity and 
knowledge, and I believe that my evolutionary account with its model 
of the triangulation of thought and action does show how knowledge 
and objectivity are possible. Both our thoughts about the world and 
the world’s influence on us contribute to our experience in ways that 
can be distinguished.

It is because of the failure of people to have found an absolute 
guarantee for knowledge that I have urged we should accept an ac-
count of rationality conceived of as adaptation, including assimilation 
and accommodation. This account, unlike Piaget’s, does successfully 
combine a biological strand with an epistemological strand. Hamlyn’s 
challenge has been met.
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If the arguments of the preceding chapter are at all persuasive, then 
as well as the more usually stated Meno dilemma of enquiry, there is a 
Meno dilemma of individual learning. How is learning possible? This 
is clearly one of the central concerns of education. As I have shown, 
the only way to overcome the Meno dilemma is through grasping both 
the old-knowledge horn and the new-knowledge horn, i.e., through a 
reflective equilibrium between assimilation and accommodation. There 
are two immediate educational implications. First, most educational 
thought simply does not distinguish between these two different ways of 
reaching a reflective equilibrium. Indeed most educators seem implicitly 
to take an old-knowledge approach and assume that the cognitive and 
perceptual structures of students are not really at issue and that the only 
serious concern is how to design material to be assimilated by these 
presupposed structures. Second, the actual case, however, seems to be 
that a large and important segment of learning will require changes in 
cognitive and perceptual structures. Merely to note that the desired 
end structures are presumably already known to teachers and scholars 
does nothing to help the student. From the student’s point of view, 
the question still is one of accommodative change. Thus if the student 
is to be brought to the collective understanding of any subject, the 
student’s internal point of view must be considered.

In the preceding chapter I argued that it was in principle possible to 
account for individual accommodative change without presupposing 
a conceptual link between our collective modes of understanding and 
an individual’s mode of understanding. Reflective equilibrium can take 
place given an anomaly, and the resulting variation and selective reten-
tion of knowledge variants. Indeed such a view seems to accord with 
the occasional odd, yet understandable, equilibria which are reached by 
students. Such idiosyncratic, yet coherent, adaptation seems mysterious 
on the view that treats the connection between a student’s mode of un-
derstanding and the collective understanding as conceptual. Yet, because 
the adaptation “makes sense,” we hesitate simply to label it a mistake. 
Forming past tenses by adding -ed to every verb is one such well-known 
adaptation. Every teacher has experienced others. The case is analogous 
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to the history of science. Without an evolutionary perspective, earlier 
theories can be viewed only as logical precursors or out-and-out mistakes, 
but neither account seems to accord with the historical facts.

One of the most important implications of the view developed in 
this book is that these “odd” equilibria reached by the students may be 
odd only in that they do not match the reflective equilibria enshrined 
in our current collective modes of understanding. It does not follow 
from such a mismatch that the student must be wrong and that we 
must be right. Given the evolutionary nature of both individual and 
collective modes of understanding, progress is often made when an in-
dividual refuses to accept the current collective mode of understanding. 
Not only must we leave open the possibility that the student’s mode 
of understanding may be better than the current collective mode, but 
we must also allow for the possibility that we may not be justified in 
attempting to change the individual’s understanding to match the col-
lective understanding. The equilibria reached by individuals through 
their own particular histories of learning and development may render 
their ways of looking at things as reasonable as the history of enquiry 
has left the equilibria to be found in our collective understanding. That 
is, there may be cases in which, although it is reasonable in general to 
ask students to learn the collective mode of understanding, yet for this 
particular student, it may not be.

Even on general grounds we may be unable in some instances to pre-
fer the collective understanding to an individual’s understanding. This 
clearly happens on at least some occasions in the growth of scientific 
knowledge. Given the analogy I have drawn between the scientist on 
the frontiers of knowledge and the student about to learn something 
brand new to the student, it may be best for a given student not to learn 
the material. These judgments are complex and difficult to make, and 
many features other than the epistemological ones of assimilation and 
accommodation may enter into the decision process. A great deal more 
work needs to be done in this area. (See, for example, Oliver 1976.) 
However, the epistemological considerations highlight the way in which 
we must take account of the individual’s mode of understanding, both 
in deciding if we are justified in attempting to change that mode of 
understanding and in devising effective ways of achieving that goal.

For the purposes of this chapter, however, I shall assume that these 
complex decisions have been made of when and under what condi-
tions accommodation by a student is appropriate and justifiable. The 
questions then are: How in principle is accommodation educationally 
possible? Can anything be said that would aid our teaching in cases 
when an accommodation and not an assimilation is appropriate? Can 
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we design educational ecologies which have a better than average chance 
of providing selection mechanisms which will in turn lead to individual 
reflective equilibria in line with our collective understanding?

1. Bending, Breaking, and Constructing Rules

Let me begin this section by quoting a parable from Donald Campbell 
(1963, pp. 101-2).

Let us pose to a hypothetical animal psychologist the problem of 
diagnosing the habits of an aged and experienced rat shipped to him 
from another laboratory. What would happen? The process would 
be a hit-or-miss, random, trial-and-error procedure. The foreign rat 
under varying degrees of deprivation would be placed in all the likely 
pieces of apparatus available in the diagnostic laboratory. Knowledge 
that the rat shared some common culture, i.e., that it was a university-
psychology rat, would make the selections of apparatus somewhat 
less random. The rat would be tried in a lever-pressing Skinner box, 
while buzzers buzzed and lights flashed, and any combinations that 
resulted in increased lever pressing would be taken as symptoms of 
some habit. The rat might be placed on a Lashley jumping stand while 
various colors and designs were placed in the card slots; and if jump-
ing occurred, an effort would be made to find to which cue cards the 
jumping was most consistent. Multiple T and Y maze segments would 
be tried. The process would be one of random search, and the presence 
of a common culture merely serves to limit the range of things tried 
or to make certain guesses more probable. And no matter how clever 
the research, there would still be the possibility that important and 
highly routinized habits of the rat went unnoticed by the diagnostician.
 The diagnostician makes the initial definition of stimuli and the 
initial classification of response. They represent classes of objects and 
behaviors which the experimenter can consistently discriminate, and 
which he guesses the animal might also. Once he finds some evidence 
of the stimulus-response consistency on the part of the rat, the ex-
perimenter would typically start varying stimuli and varying his clas-
sification of muscle movements in order to approximate more closely 
the appropriate genus proximum for the habit; that is, he would try 
and find out whether certain subtleties discriminable by him were 
also discriminable and being discriminated by the rat. Thus, if he 
found that the rat jumped to a yellow circle, he would start varying 
the shape and the color of the stimulus card to find which degree of 
yellow, if any, maximized the response, which shape maximized it, 
or whether shape made any difference. At the same time, he would 
strive to learn the appropriate classification of the consistency of  
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response. Was it a consistency of muscle contraction, or a consistency 
of locomotor achievement, an object consistency, etc.? Gradually, by 
trial and error, the diagnostician would obtain a more specific and 
appropriately labeled stimulus-response correlation. The final clas-
sification, however, would still be in the scientist’s terms, and would 
be limited to discriminations that the scientist could make.

This parable could be used as an analogy to illustrate the problems of a 
teacher in diagnosing a student’s conceptual scheme so that lessons and 
learning experiences could be designed accordingly. However, I want 
to suggest that it is even more fruitful to look at the parable as an anal-
ogy to the student’s position in being faced with a teacher attempting 
to pass on a part of our collective understanding which requires not 
merely an elaboration of the student’s existing conceptual scheme, but 
rather a fundamental change in that conceptual scheme. Furthermore, 
in accepting the theory-ladenness of observation, I am forswearing any 
“building block” attempt to teach the student. Rather, any “building 
blocks” would themselves have to be constructed or modified in the 
course of the learning experience. On this view the student is analogous 
to the animal psychologist and the professor to the university rat whose 
habits the psychologist is trying to establish. Such a switch in the more 
usual way of looking at teacher and student may be salutary in itself. 
With this in mind, how might Campbell’s parable read?

Let us pose to a student the problem of diagnosing the habits of an 
aged and experienced professor teaching a new course for the student 
where the student has no information about prior environments and 
reinforcements of the teacher. The process would be a hit-and-miss, 
trial-and-error process. Knowledge that the professor shared some 
common culture, i.e., that it was a university philosophy professor, 
would make the selections of apparatus somewhat less random. The 
professor would be placed in a classroom while questions would be 
asked about different aspects of the course, and any combination of 
types of questions which produced increased enthusiasm and nods 
of the head by the professor would be taken as symptoms of some 
habit. The professor might be placed at a desk while various student 
papers were used as discrimination cards and if any markings of A 
occurred, an effort would be made to find which paper was most 
frequently marked in that way. In similar fashion, office visits, and 
examination answers would be explored by the student. The presence 
of the university culture would serve simply to limit the range of 
things tried by the student or to make certain guesses more prob-
able. But no matter how clever the research by the student, there 
would still be the possibility that important, highly specific, and 
stable habits of the professor would go unnoticed by the student.
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    The initial definition of stimulus and classification of response 
are the student’s. They represent classes of objects and classes of be-
haviors which the student can consistently discriminate, and which 
he guesses the professor can also. Once some evidence of stimulus-
response consistency on the part of the professor were found, the 
student would typically start varying stimuli and varying the clas-
sification of movements in order to approximate more closely the 
optimal description of the habit. Thus, if the student found that the 
professor marked “good” at a place in the paper which questioned 
suppositions, the student would start varying suppositions ques-
tioned and the depth of the questioning to find what maximized 
the contingency. Likewise, an attempt would be made to try to 
discern the appropriate classification of response. Does the profes-
sor want clarity or originality, or what? Gradually by trial-and-error, 
the student would obtain a more specific and appropriately labeled 
conceptual map of the subject being taught. The final classifications 
would still be in the student’s terms, however, and would be limited 
to classifications which the student could make.

What I believe this parable illustrates is the kind of triangulating of 
thought and activity which can lead through a succession of iterations 
from a given way of conceiving a situation to a radically different 
way of conceiving the situation. And all the while, the modes of rep-
resentation are the scientist’s or student’s. There is no direct contact 
with the world “as it is.” There is only conjecture and correction in a 
process which ultimately focuses, not necessarily on “the truth,” but 
on a representational structure which is adequate for the scientist or 
student in dealing with the world. It is, I believe, in this way that we 
learn something radically new.

There seem to be several more or less distinct stages to this process 
of triangulation by means of which new rules of interpretation are 
constructed. In the first place the student will simply try to under-
stand the subject in terms of structures already possessed. It is only if 
these structures prove inadequate for dealing with the material that 
any change of structure will occur. For example, when undergraduate 
education students are first questioned about why they favor a certain 
curriculum practice, they tend to say that they feel it is best. They be-
come flustered when asked why their feelings should be a reason for 
doing what they are doing. They are not used to justifying or ques-
tioning their presuppositions, yet it is just such questioning that they 
are called upon to do in a course in philosophy of education or social 
foundations. So only if the ordinary ways of dealing with the world 
prove inadequate will changes be made. In short, an anomaly must be 
sensed from the students’ point of view.
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The second step in the process involves trying out alternative sets 
of rules or structures in terms of which to interpret the situation. If 
the experience cannot simply be processed in terms that immediately 
suggest themselves, then perhaps some alternative structure is appro-
priate. It is here that direct teaching is of crucial importance. Either 
another structure already extant in the student must be elicited, or the 
process of bridging from the structures the student does possess to the 
structures being taught must be started. The philosopher of education 
can begin pointing out to the student that it is not because of feelings 
that curriculum is justified, but because those feelings represent critical 
professional judgments about what children need to learn, what they 
can learn, and how best to go about that.

But a new set of rules by itself will not suffice. The bent, broken, or 
newly constructed rules of interpretation provide at most a new way 
of viewing the situation—one leg of the triangulation. Third, there 
must be action in accordance with the rules to see what happens. Activ-
ity provides the other leg of the triangulation. The student needs to 
respond and to try out this notion of critical professional judgment 
as a justification for curriculum decisions. For example, the student 
might say to the philosopher, “Well, then if it is a matter of judgment, 
then anyone’s opinion is as good as anyone else’s.”

Such a response illustrates the need for the fourth step of the  
process—correction. Does the new conceptualization plus the activ-
ity in accordance with the conceptualization remove the anomaly?  
If not, a correction must be made. “No, no,” replies the philosopher 
of education. “Critical professional judgment is not merely anyone’s 
opinion, else my opinion on a student cello player would be the 
equivalent of Casals’s.” And so the process would have come back to 
another anomaly. The student does not quite have the concept right, 
and that was shown by the active response that was made, but the 
correction does indicate that there has been some progress. Judgments 
have become the focus of discussion rather than feelings.

Notice that despite the fact that I have focused on what the phi-
losopher might do in such a situation, the process is essentially a 
learner-centered one. The philosopher’s response to the student’s initial 
justification was anomalous to the student. It might not have been. The 
student might simply have written off the philosopher as “weird.” The 
student grasped the concept of critical professional judgment—at least 
to some extent—as evidenced by the activity of interpreting it as just 
anyone’s opinion. The correction would be a correction only if the 
student sensed the difference between the philosopher’s judgement 
of cello playing and Casals’s judgment of cello playing. The process is 
profoundly one of the learner’s bending, breaking, and triangulating 
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with new rules of understanding. The teacher and the classroom are a 
part of the students’ ecology and, hence, have only indirect influence.

And the process is iterative. The last correction in the example be-
comes a new anomaly to be resolved. The corrected activity provides 
another triangulation on the problematic situation and reflects back 
on the new conceptualization, beginning to show in what sense the 
ultimately correct conceptualization will differ from it. Likewise, the 
corrected activity reflects back on the original conception of the situ-
ation as anomalous, showing the extent to which the anomaly is being 
removed by the corrected activity and its evolving conceptualization. 
And then the process starts all over again. To what extent is there still 
an anomaly? The anomaly is now defined by the extent to which the 
new conceptualization is still inadequate; this points to a modifica-
tion of conceptualization which in turn brings about slightly modified 
activity with a new balance of triangulation on the problematic situ-
ation. To the extent that corrections are still needed, the process may 
be repeated several more times. It is essentially the iterated process of 
triangulation of conceptualization and activity, powered by the per-
ception of remaining anomaly, which enables the student gradually to 
change conceptual schemes to accommodate totally new experiences.

The same process is present when we consider the situation from 
the external point of view of the teacher, but the steps look somewhat 
different. The teacher must pay special attention to both the initial 
intelligibility to the student of the new conceptualization and the ap-
propriateness of the activity for triangulation on the new material. The 
teacher must also consider the ecology in which corrections leading 
ultimately to a reflective equilibrium in the student take place. In tri-
angulating on the new material, the student will stop when conception 
and activity have combined to remove the anomaly. There are equilibria 
which do not match the collective understanding the teacher is trying 
to impart, and these are the ones which must be avoided. Probably the 
best way in general to avoid such a possibility is to provide an ecology 
rich in opportunities to apply the student’s newly established equilib-
rium of conceptualization and activity. For if the student’s triangulation 
is just a bit off, such errors are more likely to become apparent to the 
teacher if there is a variety of cases.

The conceptual power of the notion of successive triangulation 
can be brought out in the following way. Recall that I have rejected 
the view that we attach language to the world through some kind of 
direct perceptual access which in turn provides the foundations for 
observation terms. On the contrary, observation is itself a mode of 
representing reality, and it depends on the concepts we use. Obser-
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vational categories can and do change over time. If this is so, then 
both observational and theoretical representational systems will be 
intimately bound up with our conceptual frameworks. I believe that a 
kind of equilibrium among these systems is the best we can hope for 
under these conditions. However, a great number of people believe 
that such a perspective seriously threatens the objectivity of science and 
knowledge (e.g., Scheffler, 1967). They ask, “How can we change our 
equilibria in response to the way the world is, if observation is theory 
dependent?” The answer which I have suggested is that we triangu-
late on reality with our representational schemes, and some of these 
representational schemes require activity in the world which may well 
be frustrated if the observational representation is inadequate. If all 
we had to do was think about the world, then, indeed, we might fear 
for objectivity, but since we must act in the world and coordinate our 
activity with our thought so that activity and thought triangulate on 
nodes of stability in the world, objectivity and conceptual change are 
possible at the same time.

In the following sections I shall consider a variety of educational con-
texts in which we can see this process of anomaly–alternative conceptual-
ization–activity–correction at work. Some of the contexts—homework, 
discussion, and textbook writing—will be old standbys, but seen from 
the new perspective of how they contribute to conceptual change in a 
student. The other three, use of metaphor, training research scientists, 
and the phenomena of cult conversions and brainwashing, more obvi-
ously require significant conceptual changes on the part of the student.

2. Homework

Is homework merely busywork, overlearning so that the lesson will be 
remembered, a method of social control, a pain for parents, or what? 
No doubt homework is all of these things at different times and in dif-
ferent contexts. But it is also a way of changing conceptual structures. 
An incident with my stepdaughter’s homework will illustrate the point.

The subject matter was fractions in arithmetic, and the particular 
skill had to do with multiplying and dividing fractions. Even more 
specifically, this lesson had to do with the word problems that come 
as close as school arithmetic ever seems to in getting children to begin 
using arithmetic in their daily lives. The homework consisted primar-
ily of a series of problems such as the following: “Sarah had a board 
seven and one-half feet long and cut it into thirds. How long was each 
piece?” “Mike regularly jogs one and one-half miles. When he had run 
half his regular distance, what fraction of a mile had he run?” “The 
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Smiths had two-thirds of a ton of coal to heat their house. They used 
one-half of it during the first two weeks of December. What fraction 
of a ton did they have left?” The pattern was clear. The student was 
to multiply the given fraction or whole number by the fraction “used 
up” to get the answer.

However, the authors of this particular drill sheet were just a little 
bit sneaky. Immediately following the last problem cited above was 
another one. “The Joneses had three-fourths of a ton of coal to heat 
their house. They used one-half ton of coal during the first two weeks 
of December. What fraction of a ton of coal did they have left?” Now 
the student had to subtract one-half ton from three-fourths of a ton 
instead of taking one-half of the total coal available.

This homework assignment doubtless fits into the middle of a com-
plex learning experience involving fractions. For example, I have no 
idea how the whole subject matter was set up by teacher or textbook, 
or what initial conceptualizations may have been employed or modi-
fied by my stepdaughter. But this episode does, I believe, represent one 
cycle in the iterative process of anomaly, alternative conceptualization, 
activity, and correction.

Probably what the homework was designed to do was to guard 
against the students’ simply memorizing a formula and repeating it 
without understanding it. Let me assume that was indeed the concep-
tualization my stepdaughter had. Put into words, it might have run, 
“Whenever I have a fraction or a mixed number of units of something 
and then another fraction enters into the problem, multiply the two 
together.” The subtraction problem constituted an anomaly, but notice 
it was an anomaly only when the wrong answer was pointed out as be-
ing wrong by parent or teacher. In short, homework must be corrected 
if it is to stand any chance of being useful.

The alternative conceptualization was provided by my saying some-
thing such as, “You have to distinguish between one-half of a certain 
amount of coal and one-half ton of coal. One-half ton of coal always 
stays the same, but one-half of a given amount of coal would differ 
depending on how much you had to begin with. If you use one-half 
of a certain amount then you would multiply by one-half to see what 
is left, but if you used one-half ton, you would subtract that from the 
amount with which you started.”

I next suggested analogous problems with whole numbers. These 
were the activities. “How much coal would the Smiths have left if they 
had four tons to start with and used one-half of it?” “How much coal 
would the Joneses have left if they had four tons of coal and used one 
ton?” “What did you do to find the answer in the two cases?”
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And finally, I corrected these and other answers she gave to my 
sample problems until I was reasonably certain she had removed the 
initial anomaly. There appeared to be a triangulation between her 
conceptualization and her problem-solving activity, at least on this 
minor point. Of course, other homework or other tests might reveal 
the need for further differences and corrections.

The point is that homework can be an extremely effective tool in the 
process of changing a student’s conceptual scheme. It probably is not 
very useful in presenting an initial conceptualization or an alternative 
conceptualization, but it is tremendously helpful in locating slight er-
rors in conceptualization. Even here, however, it will be useful only if 
it is corrected and gone over with the student by someone who knows 
what the right answer is and why it is right. It would have done no 
good for the teacher simply to have marked the problem incorrect (the 
anomaly step) without having gone on to explain why (the alternative 
conceptualization step), and having provided more practice (activity), 
and further instruction (correction) as needed.

I am, of course, not denying that homework may also aid memoriza-
tion, for example. However, in this particular case, the memorization 
seems far less important than the correction to the conceptual scheme 
that seemed to occur. Indeed, if we were to focus on the memorization 
aspect, we would be more apt to try to get the “recipe” stated so precisely 
as to ensure that mistakes of the kind illustrated could not occur. But 
that would simply push the problem back to how the children could 
ever learn to “apply” the tremendously complex recipe. I have already 
argued that the question is not one of learning how to apply the theory 
to practice but rather one of experiencing in terms of the theory.

3. Discussion

If homework is the bane of “progressive” teachers, then discussion 
modes of instruction are likely to be believed to be a panacea. Of 
course discussion is no more to be universally praised than is home-
work to be universally condemned. It depends on the context. In this 
section I want to illustrate the kinds of contexts in which discussion 
as an instructional device can be used to aid in changing or adding to 
a student’s conceptual scheme.

This example is drawn from a university discussion section in which 
the topic was the distinction between facts and values. The teaching 
assistant explained that factual statements were those that describe 
what is the case, the way the world in fact is. Value claims, on the other 
hand, say something about the way the world ought to be or how nice 
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it would be if the world were that way. Value claims involve pro and 
con attitudes toward the world. He next gave several examples of each 
and then started down a list of examples, asking the class about each 
one. He came to one, “Evolutionary theory explains the origin of life,” 
and there was quite a mixed reaction. Some students claimed it was a 
value; others claimed it was a fact.

As it turned out, this example, and the discussion that ensued, changed 
quite a number of conceptual schemes. Let me first talk about the changes 
for the teaching assistant. First of all, the response from the class was an 
anomaly for him in that he felt the example was clearly a fact as opposed 
to a value. The assistant first attempted to assimilate the response to the 
category of simple student mistake. The students were adamant, however. 
They said, “Yes, we know what your definition was, but the example 
concerns certain people, believers in evolutionary theory, who think it 
would be nice if the world were that way. It clearly doesn’t describe the 
way the world is, because we just don’t know. Therefore, it’s a value.” 
Others in the class were as adamant on the other side.

From the discussion and further probing and examples, the teach-
ing assistant hit upon the following changed conceptualization: these 
students associate “fact” only with those statements that are known for 
certain. Anything that is controversial is not for them a fact. So, the 
teaching assistant said, “All right, I will grant that the example is not a 
fact because we’re not sure of its truth. It may be a mere opinion. But, 
what I was trying to get at was the distinction between what we claim is 
the case and what our attitudes are toward those claims. So, let me call 
both what we’re sure of, and our opinions, fact-like claims, for they both 
purport to describe the way the world is, and let me call value-like those 
claims which purport to say something about how the world ought to be, 
whether we agree with the particular value claim or not. Now, with that 
distinction, is the evolutionary theory example fact-like or value-like?” 
There was now fairly general agreement that the example was fact-like, 
although one student still claimed it was value-like.

The assistant next constructed another series of examples involving 
both controversial fact-like claims and unpopular value-like claims. 
There was much more agreement from the students on the proper 
classification of the examples, and the few disagreements were usually 
handled by other students in the class pointing out how the new classifi-
cation of fact-like and value-like applied. Sometimes the disagreements 
came because of sloppy wording of the examples by the assistant as in, 
“Astrology is a discredited theory.” Some students felt that was value-
like because it referred to people’s attitudes toward astrology. These 
students were happier to call “Astrology does not meet the criteria for 
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being a scientific theory” fact-like, although many of them added that 
they thought the issue was not settled.

All the stages of conceptual change for the teaching assistant were 
present in this episode. There was the anomaly of bright students an-
swering differently than he had expected. There was the new concep-
tualization of what “fact” meant for these students and probably for 
most people. There was the activity provided by the newly constructed 
examples. Note how the choice of the new examples of controversial 
fact-like claims and unpopular value-like claims was guided by the 
new conceptualization of what “fact” meant for these students. Finally, 
there were the corrections made in the assistant’s new conception of 
what “fact” ordinarily means.

Fairly obviously, the students’ conceptual structures changed, too. 
They were faced with the anomaly of having the teaching assistant 
disagree with their classifications of the evolutionary example. They 
were finally given a new, broader conceptualization of “fact” by the 
assistant. They tried it out in new examples and were corrected. They 
probably left the class with a sharper categorization of facts, opinions, 
and values, and how they may be related.

The general point is that the discussion mode of instruction encour-
aged the introduction of anomalies into both students’ and teacher’s 
conceptual schemes; it facilitated the search for new conceptualizations, 
and provided some opportunity for activity in accordance with the new 
conceptualization. Finally, it gave ample opportunity for correcting mis-
takes in a highly individualized way, for it provided immediate feedback 
to new conceptualizations and activities. Indeed, if the class had not 
run out of time, it might have provided an opportunity to pursue why 
the one student refused to classify the evolutionary example even as 
fact-like. Because of this extreme openness to conceptual modification, 
discussion modes of instruction are particularly suited to introducing 
new concepts and exploring the frontiers of our conceptual maps. Of 
course, discussions can also be misused by teacher and student alike 
when they mask a series of monologues which never allow anomalies 
to be recognized and dealt with.

4. A Textbook Example

One of the interesting features which seems to characterize most 
people’s unreflective concept of motion is that there is no difficulty in 
deciding whether something is in motion or not. One simply looks and 
sees. Yet an essential feature of motion is that it is properly describable 
only relative to a coordinate system. Where the observer happens to 
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be located when trying to decide whether something is in motion is 
essential to understanding motion. To acquire the concept of motion 
relative to a coordinate system requires a change of conceptual struc-
ture on the part of most students and not merely an assimilation of 
experience to existing structures.

How do secondary school science texts approach this problem? Let 
me illustrate in some detail how one randomly chosen text treats rela-
tive motion (Fisk and Blecha, 1966, p. 217-18). After noting several 
examples of motion, the text suggests that one look at a nearby object, 
e.g., a chair, and decide whether or not it is moving. The authors as-
sume the answer will be “no,” and then they point out that the chair 
is on the earth’s surface, and the earth is moving, so the chair must be 
moving after all. This question introduces an anomaly into the student’s 
conceptual scheme. Does the chair move or does it not?

The authors have to assume two things about the student; first, 
that the standard unreflective judgment of the student will be that the 
chair is not moving, and, second, that the student knows that the earth 
moves. Without those two assumptions the attempt to introduce an 
anomaly into the student’s view of the world will fail, for the student 
will simply reject one of the things he or she is being invited to con-
sider, probably the claim that the earth moves. What this illustrates 
is that an anomaly will be an anomaly only from the standpoint of 
a conceptual scheme. If the student does not know about the earth’s 
movement, no anomaly will occur.

The authors of the text seem implicitly to recognize this problem, 
for their next paragraph straightforwardly reminds the student about 
the earth’s movement, both rotational and orbital. They are not sure 
how many of their students will have the appropriate knowledge to 
recognize the thought experiment as creating an anomaly. The authors 
are also still a bit worried about the students’ really understanding that 
the chair moves in virtue of its being on the earth. So the next para-
graph is concerned with making the same point in terms of a book on 
the seat of a moving car. Does the book move or not? From the point 
of view of the car, no; from a point of view outside the car, yes. Surely, 
most modern students will have had experience with cars, both inside 
of them and outside of them.

Next, the authors try to make the anomaly explicit by suggesting that 
it may seem strange to say the book is both moving and not moving. 
Here they are relying on the idea that everyone probably finds con-
tradictions anomalous. The conceptualization to be used to solve the 
anomaly is then introduced. The book’s moving and not moving seem 
strange only because the book is being observed from two different 
frames of reference. I take it that the new concept is “frame of reference.” 
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The authors next define “frame of reference” as “a place or posi-
tion from which an object’s motion may be observed and described”  
(p. 218). It might be objected at this point that since “frame of reference” 
is being explicitly defined, it is not a brand new concept at all. I grant 
that “frame of reference” probably is a technical literal term for people 
who already know how to use it. The student, however, may not be ca-
pable of building up the concept from more basic parts. Does it mean, 
for example, that the student is to put up a picture frame and block out 
part of his or her experience? That would be one “literal” meaning of 
the phrase. Alternatively, if the student has not yet grasped the notion 
of different points of view, then “a place or position from which an ob-
ject’s motion may be observed” and described may literally mean to the 
student, the student’s own place or position. Thus, unless we presuppose 
that most of the work of grasping the new concept has already occurred, 
a literal building block definition may not do the trick at all.

This point can be brought out in another way. I have suggested 
that activity guided by the new concept is what comes next. In the 
current case, that activity is largely confined to thought experiments 
(as it necessarily must be in most written materials). The student is 
asked to imagine the chair on the earth’s surface and the book on the 
car’s seat as both moving. The former experiment is capable of being 
performed only as a thought experiment given current technology, 
while the latter, the book on the car seat, is something that virtually all 
students will have experienced. In this way, the thought experiments 
take on the logical role of the activity which helps us to triangulate 
on motion. The concept “frame of reference,” however that is initially 
understood by the student, provides the other leg of the triangulation. 
If the thought experiments do not provide sufficient activity for the 
student to get a triangulation on the idea of relative motion, they could 
be supplemented by actual activities of the same type.

The fourth requirement is correction. The first attempts at triangula-
tion may result in fairly gross approximations, and corrections may be 
needed. The authors in this text refer back to the chair example and 
now, using frame of reference language, explicitly suggest that we look 
at the chair from a position in space near the moon and, as they put it 
somewhat hopefully, “You would probably say that the chair is moving 
because the earth is moving” (p. 218). They are implicitly correcting 
the possible mistake about the chair’s movement which they anticipate 
some students may have initially made.

The text also uses an interesting diagram to supplement in a per-
ceptual way the new conceptualization suggested by the term “frame 
of reference” (The diagram is reproduced in Figure 5). Through the 
sequence of pictures, the authors try to show how important “point of 
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view” is. They take it for granted the student would, if in the spaceship, 
say the book fell to the floor. By presenting a schematic series of pictures 
of the spaceship ascending, an anomaly is created, for the floor is also 
rising. But the pictures also illustrate the alternative conceptualization 
which can solve the problem. The pictures quite plainly demand that 
we take up a point of view outside the spaceship, and it is that “other 
point of view” which is the point of the lesson. Again the activity is left 
to thought experiments. Both “book falling” and “floor rising” seem 
appropriate from the point of view from which the pictures are seen. 
For the students to check out their ideas on this fairly subtle point 
provides opportunity for correction and successive triangulations.

My overall point in this example is that, if successful, the student’s 
conceptual framework has been changed in a fundamental way through 
the use of the concept “frame of reference.” The notion was given a lit-
eral definition in terms of place of observation, but the appropriateness 
of that definition depended upon the nonlinguistic ability to take up 
alternative points of view, so that place of observation did not simply 
mean to the student “where I happen to be at the time.” Through the 
by now familiar process of anomaly, new conceptualization, activity, 
and correction, the concept of a frame of reference was added to the 
student’s conceptual scheme.

Figure 5. Frame of Reference. Redrawn From Franklin G. Fisk  
and Milo K. Blecha, The Physical Sciences (1966). By permission 
of Laidlaw Brothers, A Division of Doubleday & Company, Inc.
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5. Metaphor

A particularly apt educational device for extending or changing a con-
ceptual scheme is metaphor. Indeed, metaphor is a paradigm case of 
such a device in that it provides a familiar lens which demands that the 
material be looked at in a new way. “Sleep knits up the ravelled sleeve 
of care” demands, as a start, that we view sleep as an active agent and 
care as possessing (or being) a garment which could become unrav-
eled and require mending. Thus, good metaphors have always taken 
a familiar linguistic phrase and applied it in a surprising and edifying 
manner to a new subject matter. One of the issues in the voluminous 
literature on metaphor which is of particular interest for my purposes is 
the distinction between comparative and interactive metaphors. On the 
comparative view of metaphor, what a metaphor does is to say implicitly 
that two apparently dissimilar things have a similarity in common after 
all. Thus, in speaking of sleep and someone who knits, it is held that 
there is a fundamental similarity—they both make things whole again. 
On this view a metaphor is an implicit comparison whereas a simile or 
an analogy is an explicit comparison (Green, 1971). Metaphors would 
thus transfer meaning and understanding by comparison. It should be 
noted that comparative metaphors would not serve to make intelligible 
the acquisition of radically new knowledge. By hypothesis, radically 
new knowledge is knowledge that results from a change in cognitive 
structures, whereas comparisons must occur within a given cognitive 
structure which renders the comparison sensible. The comparative level 
of metaphor might allow for extensions of already-existing knowledge, 
but it would not provide a new form of understanding.

There are, however, problems with attempting to construe all 
metaphors as implicit comparisons. Consider the example from 
Haynes (1975), “Virginity is the enamel of the soul.” Is the implicit 
comparison to be between the positive features of clarity, strength, 
and protectiveness, or the negative features of rigidity, brittleness, and 
enclosure? Nothing in the metaphor tells us, and only nonlinguistic 
contextual knowledge of speaker or hearer seems useful. For reasons 
such as this, many writers have claimed that there is also an interac-
tive level of metaphor. Black (1962, p. 37) says, “It would be more 
illuminating in some of these cases to say that the metaphor creates the 
similarity than to say that it formulates some similarity antecedently 
existing.” The interactive level of metaphor is peculiarly appropriate 
for my purposes, because if it creates similarities, then it could provide 
the bridge between a student’s earlier conceptual and representational 
schemes and the later scheme of the totally unfamiliar subject to be 
learned by the student. Interactive metaphor would allow truly new 
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forms of knowledge and understanding to be acquired by the student 
without presupposing that the student already knows, in some sense, 
that which is being learned.

Another issue is whether or not a metaphor can be identified by 
some set of linguistic features independent of its use on particular oc-
casions. The appropriate category for metaphor, at least for educational 
purposes, seems to be not that of formal linguistic sentence meaning, 
but rather that of utterance meaning or speech act (Searle, 1969, p. 16). 
Such a categorization is suggested by the necessity of taking account 
of the context of understanding in deciphering a metaphor. In the 
current typology of speech acts there is not one which corresponds to 
speaking metaphorically. We could probably add such a category and 
give conditions for its employment (Loewenberg, 1975b); however, 
I am more concerned at present to look at the connection of uttering 
a metaphor with making an assertion.

Assertions are speech acts which are properly assessed in the true-
false domain. Considered as a potential assertion, a metaphor will 
always turn out to be false because the world just is not the way it is 
represented as being by the words in the utterance if those words are 
given their literal interpretation. A basic convention of language is that 
people intend to utter meaningful, useful, and, in the case of assertions, 
true, statements. When a teacher utters a metaphorical statement in a 
typical educational context, the student’s first thought tends to be that 
the teacher is asserting something. That is, the student tries to assimilate 
the utterance to literal schemata, rules, and conventions. But when 
the student attempts such an assimilation, the statement turns out to 
be fairly obviously false. In short, a metaphor is anomalous on its face.

If the student already possesses a cognitive structure sufficient to 
render intelligible the implicit comparison contained in a compara-
tive metaphor, then the disturbance caused by the recognition that the 
statement is false is easily removed. The student transfers the literal 
features being singled out for comparison to the new subject matter. 
Thus, the mending characteristics of a knitter are transferred to sleep. 
This is a case of extending one’s existing cognitive schemes to cover new 
cases. There is no radically new knowledge, for the cognitive structures 
remain the same; only their field of application has changed.

Sometimes, however, the student does not possess the cognitive 
structure which would enable him or her to interpret the metaphor 
in a comparative way. In these cases the disturbance created by the 
recognition that the metaphorical statement is literally false becomes 
an anomaly in that it cannot be assimilated to the student’s existing 
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cognitive structure. The student will have to accommodate his or 
her cognitive structure to account for the anomaly. If the student is 
somehow “in the presence” of the new material to be learned, then 
the student can try to deal with the material as if the metaphor 
were literally true. In the case of the virginity example, this would 
involve looking at theories of the soul, social pressures for virgin-
ity, the protective qualities of enamel, and so on. As the student 
attempts such a literal focusing on the material, the teacher and the 
material itself can provide corrections to the knowledge which does 
not transfer directly.

It is the anomalous character of an interactive metaphor, anomalous 
in terms of the student’s current set of rules for understanding, that 
distinguishes the way metaphor transfers chunks of experience from 
the way in which literal language or comparative metaphor transfers 
chunks of experience. Literal language requires only assimilation to 
existing frameworks of understanding. Comparative metaphor requires 
simple extensions of the framework in the light of a more comprehen-
sive framework. Accommodation of anomaly requires changes in the 
framework of understanding. It is this general requirement of a change 
in cognitive framework that provides the distinction between the ways 
interactive metaphor and literal language are to be understood and 
secures the importance of metaphor in considering how radically new 
knowledge is acquired.

Consider finally a metaphor provided by my high school geometry 
teacher. She began the course by holding up a pencil. “Think about 
this pencil being sharpened as sharp as it can be and then much, much 
sharper than that. That is a geometric point.” Then grasping this 
imaginary pencil point between her right thumb and forefinger, she 
drew it horizontally in front of her, saying, “And that’s a line.” Then 
grasping both ends of the “line,” she pulled the line vertically down 
in front of her, continuing, “and that’s a plane.”

A pencil point sharper than it can be sharpened? Surely that is 
anomalous, and yet it conveys dimensionless geometric location very 
well. And if that location is drawn straight out it clearly becomes a 
one-dimensional line, and next a two-dimensional plane. Of course it 
was working with those concepts throughout the rest of the geometry 
course, proving theorems, solving problems, doing homework, and 
so on, that provided the other legs for triangulating on the material.  
There were plenty of chances for corrections, too, but the initial meta-
phor began the bridge from familiar, tangible points to unknown, ideal 
geometric locations.



210 Chapter Eight

6. The Growth of Science

The foregoing description of how an interactive metaphor creates an 
anomaly for a student and leads the student toward changes in cogni-
tive structure bears a striking analogy to Kuhn’s (1970b) description 
of the workings of science during scientific revolutions. During the 
periods of normal science, puzzles and problems are solved by the use 
of the accepted paradigm of the moment. Occasionally such problems 
or disturbances resist current paradigm efforts to solve them, and they 
become anomalies. The scientist then searches for a new metaphor or 
model which can remove the anomaly. The main difference between 
the scientist on the frontiers of knowledge and the student is that in 
the student’s case the metaphor provided by the teacher, if it is a good 
one, is likely to be more immediately helpful than are the variants tried 
out by the scientist. But except for a kind of trust in the teacher, the 
student does not really know any more about where he or she will end 
up than does the scientist. This seems to me to go directly against the 
educational dogma that we should always lay out in advance for the 
student exactly what the goals of the learning experience are taken to be. 
In cases where the goals are to change significantly the student’s current 
cognitive structure, it will not be possible to lay out in advance learning 
outcomes the student can presently understand. Only metaphorically 
can the student be brought to understand the goals expressed in terms 
and categories of the to-be-learned subject matter.

One of the crucial senses of “paradigm” for Kuhn is what he calls 
an exemplar. An exemplar is a concrete problem which together with 
its solution constitutes one of the scientific community’s standard 
examples. Acquiring these exemplars is a critical part of the scientist’s 
training, and they serve the absolutely central function of allowing the 
student to “apply theory to practice,” although this is a misleading way 
of making the point. The exemplar is what enables the student to deploy 
the symbolic generalizations of the theory being learned in particular 
problem situations. This role is extremely important because on Kuhn’s 
view we do not always link up theory and observation statements by 
means of correspondence rules, nor is there any direct access to the 
world independently of our theoretical language. In sum, once we 
have denied a direct perceptual link to the world “as it is” and accepted 
the fact that observation is theory-laden, another account of the link 
between our beliefs and nature must be provided. Kuhn’s suggestion 
is that in an important sense exemplars serve this function.

How do exemplars work? Kuhn (1974) has given an extended ex-
ample of a young boy learning to recognize ducks, swans, and geese by 
repeated ostensive definition and correction of mistakes. His account 
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goes no further than the simple observation that this is indeed how 
such learning often happens. Kuhn claims that the boy has learned not 
“rules” of application, but rather a primitive perception of similarity 
and difference. This perception precedes any linguistic formulation of 
the similarity relations. Can these nonlinguistic similarity relations be 
spelled out in more detail? If so, perhaps a way of accounting for the 
link between observation and nature or between theoretical language 
and observational language about nature can be found after all.

What I wish to suggest is that understanding an interactive meta-
phor includes as an essential part activities similar to those involved in 
acquiring an exemplar. For when a metaphor has effected a change of 
cognitive structure (where the “rules” of the cognitive structure need 
not be explicitly formulated or formulatable), the student has a new 
way of dealing with, describing, and thinking about nature, just as the 
science student in acquiring an exemplar has a new way of deploying 
symbolic generalizations in nature.

The key to both processes is that they are bound up with activities 
on the part of the student. It is not simply a case of hearing words, 
understanding them literally, and applying them directly. It is a case 
of acting in their ecology. For the science student this is brought out 
by Kuhn’s insistence that in acquiring exemplars the student requires 
diagrams, demonstrations, and laboratory exercises and experiments. 
Even the young boy learning about ducks, swans, and geese is doing 
something. He is classifying and being corrected. Of course, language 
is involved, not as a kind of labeling, but as a prod to activities of sort-
ing, classifying, and perceiving similarities and differences.

These are the activities that provide one of the crucial legs in the 
triangulation of conceptualization and activity on the subject area. Such 
problem solutions are indeed how the science student learns to deploy 
the disciplinary matrix in dealing with the world. The four-step process 
I have outlined of anomaly, new conceptualization, activity, and correc-
tion can be seen as construing Kuhn’s ostensive definition as an activity 
in which the student must construct the experience the definition is to 
apply to. At the same time if the process of learning a new paradigm 
is at all like what I have described as the process of a student’s coming 
to change conceptual frameworks, then the process of paradigm shift 
is both intelligible and intelligent. It is intelligible as an iteration of 
triangulations of thought and action on the world. It is intelligent in 
that it proceeds from the rules of reasonableness currently held by the 
scientist/student at any point in the historical process. Thus, charges 
of radical subjectivism leveled against my interpretation of Kuhn do 
not stand. Language bumps into the world at those places where our 
activity runs up against similar boundaries in diverse situations.
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7. Brainwashing and Cult Conversion

As a final example of the application of my model of reflective equilib-
rium, I shall venture outside of the normal processes of formal educa-
tion to an area of great practical and personal importance—thought 
reform and cult conversion. It is not fashionable or popular to talk 
about the phenomenon of thought reform, or “brainwashing,” as a 
serious educational problem. Indeed, the very name sets it apart from 
“real” education and seems to imply something mechanical and beyond 
the influence of reason. Yet thousands of Westerners and millions of 
Chinese, Koreans, and Russians have been “brainwashed.” Surely the 
image of all these people under the control of puppet-master leaders 
strains credulity. A plausible alternative hypothesis is that the typical 
Western reaction is ethnocentric and defensive. Since it is not our way, 
it cannot be right. Yet the mere existence of such widespread, radi-
cally different ways of viewing the world provides a prime example of 
the existence of the radical conceptual diversity I have been arguing 
throughout the book, and the phenomenon of the transition to such 
a new perspective should provide an excellent real-life example of 
massive conceptual change. Furthermore, if the theory of adaptation 
through assimilation and accommodation which I have advanced in 
this book can point the direction to understanding “brainwashing,” 
then that will be an indication of new research directions which my 
theory provides and competitors do not.

Similar remarks can be made about cult conversions. Despite the 
acknowledged pain and suffering of parents whose (sometimes adult) 
children are lured into cults, current ways of describing and dealing 
with the problem seem wholly inadequate. Using such language as 
“programming” for the conversion experience, and “deprogramming” 
for the sometimes forcible abduction and treatment which some parents 
undertake to regain their children, is not very helpful. Such language 
implies that the whole process is mechanical and something to which no 
reasonable person could succumb. Such a view is incapable of explain-
ing, first, why programming and deprogramming do not always work; 
and, second, why the courts are mixed in their response to parents’ 
abducting and deprogramming their children. Just where and how is 
the line to be drawn between mechanistic “programming” and a truly 
different belief system? The phenomenon cries out to be illuminated 
by my model of assimilation and accommodation.

Recall my initial distinction between an analysis and description 
of behavior change in general and an analysis of enquiry and learning 
where the latter are seen as having to do with standards of correctness, 
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reasonableness, and validity. The Meno dilemma applies only to the 
latter. However, current ways of describing thought reform and cult 
conversion tend to assimilate them to mere causal mechanisms. What 
I want to suggest is that a more fruitful way of viewing these phenom-
ena is in terms of radical conceptual changes where the convert clearly 
believes in the correctness of the new view and believes it because it is 
seen as correct. As Robert J. Lifton, the acknowledged authority on 
thought reform, says (1961, p. 15): “In all of this it is most important 
to realize that what we see as a set of coercive maneuvers, the Chinese 
Communists view as a morally uplifting, harmonizing, and scientifically 
therapeutic experience.” There could scarcely be a clearer signal that we 
are dealing with radically different conceptual frameworks.

Lifton (1961, pp. 65-85), a personality theorist, describes the 
psychological steps involved in thought reform in terms of death and 
rebirth of personality structures. It takes no great leap to see this death 
and rebirth in terms of a radical change of conceptual frameworks. 
The particular sequence of anomaly, new conceptualization, activity, 
and correction doubtless takes place any number of times during the 
protracted period of thought reform. Nevertheless, the major psycho-
logical steps identified by Lifton can be usefully viewed as contributing 
primarily to one or another of the stages in the cognitive process I have 
described for acquiring radically new knowledge.

The first four steps in the process involve an assault upon the person’s 
identity, the establishment of guilt feelings, a betrayal of self (and oth-
ers), and reaching a breaking point, where the threat of total annihila-
tion becomes dominant. These four steps fairly clearly exemplify the 
introduction of an anomaly into the person’s conceptual framework. A 
sense of personal identity is closely connected to one’s total cognitive 
and affective modes of behaving. An attack on the one is an attack on 
the other. Guilt is a feeling of inadequacy and failure with regard to 
one’s thoughts and behavior. The greater the guilt, the more obvious 
is it that an anomaly is present for the person. To betray oneself is to 
introduce even greater strains into one’s cognitive and affective struc-
tures. It is a virtual admission that I cannot, as I now function, even 
be true to myself. Finally, the threat of annihilation would constitute 
the ultimate anomaly if cognitive systems truly are evolutionarily 
grounded. If my way of dealing with the world has led me to a position 
in which I may be annihilated, then surely something must be wrong 
with my way of dealing with the world. Or, at least, so it will appear 
to the person being threatened—especially if there appears to be an 
alternative which holds promise of allowing the removal of the threat 
and once again dealing with the world in an effective way.
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The notion of an alternative leads to Lifton’s next three steps—leni-
ency and opportunity, the compulsion to confess, and a rechanneling 
of guilt. At or near the breaking point, thought reformers show some 
kindness and compassion, a glimpse of what could be if the subject 
actually is successful in adopting the new perspective. The compul-
sion to confess combined with a channeling of one’s guilt by means 
of the new conceptual framework fairly clearly parallels my discussion 
of a new conceptualization. Both a new lens for looking at one’s past 
and future activities, and the motivation for using it, are present at 
these stages.

Lifton calls the eighth step, “Re-education: Logical Dishonoring.” 
By this he means both detailed reinterpretation of past experience by 
means of the new conceptual framework, as well as the analysis of the 
old framework in its own terms to show its inadequacy. This stage is 
somewhat analogous to reaching not only an appreciation of the theory 
of combustion, but also the feeling that the phlogiston theory which 
preceded it must have been fatally flawed internally. How could any 
rational person have believed it? It is in this sense that the old conceptual 
scheme has been “logically dishonored.” For my purposes, this stage 
involves a myriad of activities and corrections. As the person reexam-
ines in thought experiments the old ways of believing and acting, he 
or she is constantly corrected by the instructor so that the new way of 
looking at things becomes firmly entrenched.

The last four psychological steps in thought reform identified 
by Lifton are progress and harmony, the final confession, rebirth, 
and release to the larger society. These steps reflect the iteration of 
conceptualization, activity, and correction, leading eventually to a 
new reflective equilibrium which has removed the initial anomaly. 
Progress and increasing harmony show clearly the iterative nature of 
the process. The final confession is a kind of final examination, while 
rebirth indicates a new reflective equilibrium and release symbolizes 
the ability once again to deal with the world, although now a radically 
reconstituted world.

Special notice should also be given to the series of confessions char-
acteristic of thought reform. These confessions illustrate starkly the 
iteration of triangulations of thought and action on the world which 
ultimately lead to a new reflective equilibrium. The new theory or 
conceptualization is propounded, and the thought experiments of ap-
plying it to one’s experience provide the other leg of the triangulation. 
The resulting confession is then criticized and corrected, and another 
attempt is made. There is a lot of “homework” in thought reform, and 
the teachers meticulously correct that homework. 
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It is also important to see that although Lifton describes the steps using 
coercive language, coercion is not essential, as even he observes. Lifton 
studied two groups of subjects for his book—Westerners imprisoned by 
the Chinese communists and later released, and Chinese intellectuals 
who later defected. Thus, in all cases he looked only at those for whom 
thought reform failed in some sense. Nevertheless, the descriptions these 
people, especially the Chinese, give of the process show how what is es-
sential is not the coercion but the process of perceiving the inadequacy 
of one conceptual scheme and then replacing it with another. Thought 
reform for Chinese intellectuals takes place in revolutionary universities, 
not in prisons, and the threat of physical annihilation is replaced by the 
threat of the inability to find a place in the new social order. But is that 
latter threat really much different from the threat, implicit in our own 
society, that unless one learns to read, one will not find a job?

My point, of course, is not to endorse Chinese communism. Rather, 
it is to show that a view of learning as assimilation and accommoda-
tion can help us to understand why thought reform is as successful as 
it is. Furthermore, the crucial feature is that thought reform is not a 
psychological mechanism which is, or can be, used for questionable 
ends, but rather a process which engages our rationality. People believe, 
not because they have been “manipulated,” but because by believing 
they can more adequately deal with their environment, and that, I have 
argued, is the essence of rationality.

This last remark also points to the ultimate arbiter between, say, 
liberal capitalism and communism. That arbiter will, on my account, 
necessarily be the ecology, both natural and social. Will the reflective 
equilibrium reached by communism be adequate, or will it require an 
impossibly strict control of the environment, including physical threat 
as well as propaganda? Will liberal capitalism be able to balance the 
demands for freedom, equity, and increased industrial productivity, or 
will our system become either a total welfare state on the one hand, or 
a fascist society on the other hand? The advantage of the assimilation 
and accommodation model is that it forces us to consider ideologies, 
environment, and their interactions in order to answer these questions.

I turn now to the painful phenomenon of conversion to cults, or 
even fringe religions. Indeed, the inability to draw the line between 
a “cult” and a religion which is simply different is bedevilling both 
heartsick parents and the courts. On the one hand, the word cult again 
calls to mind an irrational form of commitment, perhaps enforced by 
fear, mass hypnosis, and charismatic leadership. Whereas religion is a 
term which commands toleration, no matter how we might disagree 
with a particular set of beliefs.
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Ted Patrick and Tom Dulack (1976, pp. 224-25) give a perspective 
on the conversion phenomenon that is remarkably similar to that of 
those who view thought reform as brainwashing: “Brainwashing came 
from Korea during the Korean War when many of our prisoners of war 
were subjected to intensive political indoctrination, using the same 
methods so many of the cults … employ today, namely fatigue, psy-
chological fear, isolation, repetition of political dogma, and so forth.” 
That is, cult conversion is viewed by Patrick and Dulack as a largely 
mechanistic, nonrational process. Elsewhere, the initial phases of the 
conversion are described as “on-the-spot hypnosis” (p. 37), and it is 
claimed that the converts sound like zombies (p. 33). Patrick calls his 
own work with converts “deprogramming,” clearly implying that only 
his way of looking at things is a rational one. The cults program; he 
deprograms so that a person’s reason can once again take over.

However, I want to urge that my model of assimilation and accom-
modation provides an alternative, and, I believe, more helpful, way of 
looking at the phenomenon of cult conversion. The alternative is to 
view the experience as a radical conceptual change, with the iterative 
operation of anomaly, alternative conceptual scheme, activity, and cor-
rection as descriptive of both conversion and deprogramming. This 
view would then help us focus on the basic question—namely, which 
reflective equilibrium is most adequate?

A secondary question, of course, is the means used both to convert 
people and to deprogram them. Both the cults and Patrick rely heav-
ily on fatigue, isolation, and repetition of dogma. Without endorsing 
these methods, we see that they focus on the critical role of control 
of the environment in the sense that the dogma and the environment 
must be brought together in a reflective equilibrium. This, in turn, 
refocuses our attention on why we tend to disapprove of a heavily 
controlled environment, whether it be the creation of the cult or of the 
deprogrammer. Much work remains to be done, but the evolutionary 
assimilation and accommodation model at least suggests an outline of 
a research program. We currently denounce tightly controlled environ-
ments as an abrogation of human freedom. But this approach leaves us 
uneasy about how to justify the tightly controlled environments upon 
which we do agree, from enforcing certain kinds of social behavior to 
a “return to the basics” in school. Are we not just indoctrinating, too?

The evolutionary approach redefines the question. Freedom is a 
good, to be sure, in that it allows for new knowledge variants. On the 
other hand, if rationality is ultimately to be understood in terms of 
adaptability, then old knowledge cannot be slighted either. Freedom is 
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good in so far as it promotes reflective equilibrium, which, in turn, is 
the essence of rationality. But freedom may, in cases such as the para-
dox of moral education, have to be limited by what we already know. 
On the other hand, we do not know so much that we can provide a 
definitive, dogmatic answer to all of our questions. Freedom is neces-
sary for rationality.

The reflective equilibrium approach also casts new light on research 
into the characteristics of those most susceptible to either conversion 
experiences or brainwashing. If a reflective equilibrium between the 
old-and new-knowledge horns is the way to escape the Meno dilemma, 
then it could be predicted generally that those who attempt to grasp 
one horn of the dilemma to the exclusion of the other will have con-
ceptual schemes most subject to anomalies. It follows that if a cult can 
so completely control an environment and provide an ideology which 
rationalizes the environment, then in that situation, anomalies will be 
removed for either someone who is constantly trying out new variants, 
or someone who has a long history of involvement with rigid orthodox-
ies. And this is exactly what one finds. The most susceptible converts are 
those who come from either very rigid backgrounds, or overly permis-
sive backgrounds. A hardheaded pragmatism seems to provide the best, 
although not infallible, antidote to cult conversion experiences.

I will conclude this discussion with two suggestions for the kind of 
further research and study on thought reform in general which might 
be suggested by my evolutionary model. In the first place, thought re-
form makes very real the possibility of alternative conceptual schemes, 
with different kinds of reflective equilibria from that of our unreflective 
common wisdom. Furthermore, on the evolutionary model, we cannot 
simply use words such as brainwashing, programming, and deprogram-
ming to describe the phenomena of thought reform. Such terms imply 
a mechanistic view of a process which may rather be highly adaptive, 
and, hence, rational in certain ecologies. In short, we must take dif-
fering ideologies and cults seriously and examine them in their own 
terms. This examination goes far beyond a plea for tolerance, however, 
for the evolutionary model points to the necessity of examining the 
processes of knowledge of a given ideology in its ecological context.

Of more specific importance for education, the success of thought 
reform throws into basic relief some of the inadequacies of our own 
educational practices. Whatever may be said about the unethical means 
employed by some thought reform practitioners, at least they appear 
to recognize that they are dealing with a radical change of conceptual 
schemes. They appreciate the necessity for a thoroughgoing critique 
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(introduction of anomalies) of current ways of dealing with the world. 
They are careful to present both their way of looking at the world and 
the opportunity for seeing that theory in practice (alternative concep-
tualization and activity). Finally, they are meticulous in correcting early 
attempts by the converts.

By contrast, our current educational system “intellectualizes” its 
content far too much. We seldom recognize that there are occasions 
on which we wish to change a student’s conceptual scheme radically 
and are justified in so doing. We, therefore, present the new scheme, 
but give little or no attention to the anomaly, activity, and correction 
stages of the process. What we teach, thus, makes no real contact with 
the student’s way of dealing with the world, and we are constantly be-
deviled by the fact that our students do not practice what we preach. 
But how can they? By our lack of attention to several of the important 
steps of radical conceptual change, we ensure our failure. Our students 
often simply continue to assimilate what we teach to their old ways of 
thinking and acting.

Nor need we adopt the more extreme and questionable practices 
of the communists and the cults. We can appreciate the necessity for 
introducing anomalies without having to destroy a student’s entire 
self-identity. We can present positions which we believe are justifiable 
without catechising. We need not send our intellectuals to the farms 
to incorporate the necessity for triangulating activity with the new 
conceptual scheme we wish to teach. We can correct mistakes without 
coercion. A research program guided by the evolutionary model will 
enable us to design and assess effective instructional strategies for both 
assimilative and accommodative kinds of change.

Finally, the evolutionary model highlights the profound limits to 
our ability to mold students as we will. Learning is a process of succes-
sive reflective equilibria between human thought and action. No one 
can make the world, including other human beings, conform to his 
or her desires simply by wishing it so. Neither, however, can anyone 
justifiably claim to have access to reality as it really is. In the long run, 
if our attempts at teaching do not allow the student to deal more ef-
fectively with his or her world, we will fail. Human freedom consists 
precisely in the fact that in a varied and changing world, the reflective 
equilibria needed may also be varied and changeable. It is this feature 
that underlies the growth of understanding, both for humanity in 
general, and for the individual student in particular.
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8. Conclusion

This work began with the question “How are enquiry and learning 
possible?” The answer I have given is that it is only if we focus on the 
processes of learning and coming to know rather than on the prod-
ucts of learning or knowledge structures will we be able to answer this 
question. This means that much more emphasis must be placed on 
processes of knowing than on structures of knowledge. In a fundamen-
tal sense, we need to know more about how people reasonably change 
their knowledge structures than we need to know about what those 
knowledge structures look like at any given time. A static snapshot of 
a knowledge structure in the process of transition is useful primarily 
for what it can tell us about the transition and not so much for what 
it can tell us about the structure. I think this emphasis on knowledge 
processes is useful for epistemology in general, but it is absolutely 
crucial for educational epistemology.

Once the shift is made to focusing on knowledge processes rather 
than knowledge structures, an interesting picture emerges. There are 
two quite different types of knowledge processes corresponding to the 
two horns of the Meno dilemma. The knowledge process that adds to 
and fleshes out an existing conceptual framework I have called assimi-
lation. Those who would grasp the old-knowledge horn of the Meno 
dilemma tend to try to assimilate all coming to know to elaboration of 
existing conceptual schemes. On the other hand there is the knowledge 
process that involves changing our conceptual schemes. The knowledge 
process that changes our existing conceptual framework I have called 
accommodation. Those who would grasp the new-knowledge horn 
of the Meno dilemma tend to try to assimilate all coming to know to 
changes in conceptual schemes. Neither approach tells the whole story, 
and what I have been urging throughout this book is that learning and 
enquiry are possible only by attaining a reflective equilibrium between 
assimilation and accommodation.

These two knowledge processes are not well recognized in current 
educational thought. Still less recognized is the necessity for dealing 
with them simultaneously, i.e., for slipping between the horns of the 
Meno dilemma. What educators must begin to do is ask what knowl-
edge process is of concern in any given situation. The answer may 
well dictate quite different educational practices and policies. If the 
process is assimilation, there still remains the necessity for understand-
ing the ways in which experience is processed by existing knowledge 
structures. A great deal of adaptiveness can be found simply in how we 
deal with situations which are similar to but never quite the same as 
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situations we have dealt with before. Behaviorism seems bankrupt in 
this regard. Control system theory looks promising, especially in that it 
gives a radically new view of how to test for learning. Look not at the 
outputs of the student but at what disturbances to inputs the student 
resists. If, on the other hand, the process of concern is accommodation, 
the problem becomes one of how we rationally change our cognitive 
structures to account for recalcitrant experience. Here I have urged a 
much greater reliance on variation and selective retention processes. 
From the student’s point of view it will be logically impossible in cases 
of accommodation to specify in advance in terms intelligible to the 
student what it is that is to be learned. Rather we must concentrate 
on getting the students to try out knowledge variants which have as 
their sources the students’ current knowledge structures and arrange 
the educational ecology so that the reflective equilibrium the student 
reaches is roughly what is required by our collective understanding. 
The autonomy of the students’ reason is necessarily respected in this 
approach, for it is the student’s equilibrium which will control the 
knowledge processes of that student.

The problem in educational thought is that this reflective equilibrium 
is seldom maintained, and the educational pendulum oscillates wildly 
between new- and old-knowledge approaches. Not so many years ago, we 
were inundated with cries for the reform of dull, drab, irrelevant school-
ing. The curriculum of the schools was outmoded and uninspiring; we 
were told that we needed to open up our schools and classrooms and allow 
far more student participation. I have no doubt that this reform move-
ment was reacting appropriately to schools and schooling that seemed 
to deny that conceptual structures were ever rationally alterable. In our 
time, however, the reform is “back to the basics.” I have no doubt that 
this movement is reacting appropriately to excesses of open schools that 
seem to deny that the human race has collectively learned something of 
value that should be passed on to our children.

But neither the new- nor the old-knowledge horn of the Meno 
dilemma can be grasped to the exclusion of the other. I confidently 
predict, that the “back to the basics” movement will effectively deny 
that concepts do change and will ultimately be challenged for its in-
ability to integrate conceptual change with the movement’s emphasis 
on conceptual continuity. Not until we recognize the necessity for a 
reflective equilibrium between assimilation and accommodation will 
education avoid impaling itself first on one and then on the other horn 
of the Meno dilemma.
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An unfriendly critic might accuse me of having said nothing new 
about learning and enquiry. Indeed, we knew all along that the Meno 
dilemma was solvable—we see it solved every day as people learn new 
things all around us. It might also be said that I have not really added 
anything to our knowledge except perhaps some technical jargon we 
could easily do without. Surely we have always known that we must 
start with the student’s current cognitive state, that new conceptual 
structures are occasionally necessary, that rule-governed activity is 
central to education, that trial-and-error learning does sometimes 
take place, and even, perhaps, that there is such a phenomenon as 
conceptual change.

One might raise such an objection, but to do so would be to miss the 
central point of this work. And that is that we do manage to move, col-
lectively and individually, from current knowledge and ways of knowing 
to new knowledge and ways of knowing, and it is that movement which 
must be of central concern to education. Of course I have utilized what 
is already known about learning and ways of knowing. One must not 
deny the old-knowledge horn of the Meno dilemma. But neither have 
I simply summarized what we already know. I have pointed to some 
new and different directions; I have suggested a new conceptualization, 
if you will, for understanding how our existing knowledge and ways of 
knowing can and do change. The ideas presented here have implica-
tions for future study and research in education which are significantly 
different from the directions of much current educational thought. In 
that sense this book is at least a sketch of a new educational theory.

The central thrust of that theory can be seen by returning to the 
Meno itself. Most scholars have focused on Plato’s theory of recollection 
as his intellectual answer to the Meno dilemma. Such a focus presup-
poses that knowledge structures are the chief area of concern. What 
has recently been done in the context of Platonic scholarship has been 
to look at the activity that the dilemma engendered in the dialogue, 
namely, the active searching for and trying out of knowledge variants 
(see, for example, Sternfeld and Zyskind, 1978). The theory of recol-
lection is followed in the Meno by Socrates’ active demonstration of 
its truth with the experiment with the slave boy. The Socratic method 
as exemplified within the experiment with the slave boy itself makes 
essential use of the activities of the slave boy in propounding new ideas, 
correcting them, and iterating the process. As Klein (1965, p. 172) 
anticipated, “It is the action of learning which conveys the truth about 
it. The answer to the question about the possibility of learning is not a 
‘theory of knowledge’ or an ‘epistemology’ but the very effort to learn.”
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Near the end of the Meno Plato says (98A):

True opinions are a fine thing and do all sorts of good so long as 
they stay in their place; but they will not stay long. They run away 
from man’s mind, so they are not worth much until you tether them 
by working out the reason. Once they are tied down, they become 
knowledge, and are stable. That is why knowledge is something 
more valuable than right opinion. What distinguishes one from the 
other is the tether.

This book has attempted to work out the tether for a new theory of 
education. It is a tether that requires us to alternate in a constantly 
adaptive way between what we already know and what we do not yet 
know. It requires us to act in the world as well as think about it, and 
in that way we shall be able at last to step between the horns of the 
Meno dilemma of enquiry and learning.
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Addendum: Political Polarization

The first decade of the 21st century has seen an increasing political 
polarization across the globe.  From the bitter partisan politics between 
left and right in the United States to the long simmering Arab-Israeli 
conflicts to the civil wars in Africa and the uprisings in the Middle 
East, there seems to be no scarcity of very different views of the world.

I will try to illustrate this polarization in terms of the ideas in this 
book through a consideration of the liberal and conservative world-
views seemingly prevalent in the United States.  Of course, my charac-
terizations of each of these positions will be to some extent caricatures, 
but I believe that there will be enough recognizable features in each of 
them to render plausible the theoretical points I wish to make.

Let me begin with the conservative position.  I will examine two 
fundamental beliefs that conservatives hold—the ultimate value of 
individual freedom and faith in free markets.  A close corollary of the 
belief in the value of individual freedom is the almost complete distrust 
of government, the “nanny” state as they call it.  This manifests itself 
most strikingly in the view that any and all taxes are ipso facto bad.  
The faith in free markets shows up particularly in such things as op-
position to government regulation and in the faith that competition 
will inevitably lead to more efficiency, better products, lower prices, 
and in education, better schools.  These beliefs are part of the core 
values in the conservative conceptual scheme.

Core values for liberals tend to be a sense of social responsibility 
for all citizens.  These have been manifested in such policies as Social 
Security, Medicare, Medicaid, the minimum wage, and helping those 
without a job through unemployment insurance and job training.  
Liberals also believe that although human freedom is very important, 
citizens need to be protected from powerful and unscrupulous institu-
tions which might take advantage of them.  Hence liberals do believe 
in the regulation of institutions and individuals, e.g., banking rules, 
safety standards for food and drugs, environmental protections.

Let me discuss how these core values operated in the liberal and 
conservative conceptual schemes during the protracted negotiations 
over raising the debt limit during the spring and summer of 2011.   
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Both liberals and conservatives claim to agree in principle that the an-
nual deficits and the accumulated national debt in the United States 
are unsustainable over the long haul.  However, the debate on how to 
reduce the deficits and the debt through ordinary budgetary processes 
made little progress. Early in 2011 it became apparent that the United 
States would exceed its debt ceiling sometime in the summer.  Were 
the country not to raise the debt ceiling, the United States would be 
unable to borrow money to pay its already incurred debts and, for the 
first time in history, would default on its obligations.   Conservatives, 
therefore, decided to hold raising the debt limit hostage to negotiations 
over reducing the annual deficit and the national debt.  To oversim-
plify only slightly, they proposed a series of reductions to numerous 
programs. including changes to Medicare and Medicaid, turning them 
into voucher programs which would require individuals to purchase 
their own insurance from private sources using the vouchers.  This was 
clearly in line with their belief in individual freedom and the desire 
to get the government out of regulating and running health care for 
seniors.  It also reflected their faith that the insurance companies op-
erating in the free market would provide quality care in competition 
for the vouchers.  At the same time, they adamantly opposed raising 
any taxes or even closing any tax loopholes as a part of eliminating the 
deficit.  This obviously fit their dislike of taxes.

Liberals on the other hand seemed willing to reduce expenditures in 
a variety of areas, including defense and try to find ways of reforming 
entitlement programs such as Social Security and Medicare to reduce 
costs.  They also believed that the burden of such reductions would 
fall most heavily on the poor and middle classes.  Consequently their 
position included at least closing tax loopholes and subsidies and rais-
ing taxes, especially on the wealthy who had benefited for ten years 
from tax cuts passed during the previous Republican administration 
and extended under the current Democratic administration.  They 
were also adamantly opposed to the conservative plan to privatize 
Medicare and Medicaid, arguing that this would amount to disman-
tling the social safety net.  Clearly these positions fit the liberals’ core 
values of social responsibility and the need to regulate, at least to some 
extent, unchecked private insurers who would need to make a profit 
for shareholders as well as deliver quality care.

So how did each assimilate the opposing positions?  Conservatives 
simply blamed free-spending liberals for wanting to bankrupt the 
country.  They claimed that tax hikes were job-killers and unwise in the 
still fragile recovery.  They claimed that even many of the cuts liberals 
were willing to make were smoke and mirrors and not real cuts at all.  
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Some even denied that a default on raising the debt ceiling would be 
a problem. Assimilation always sees the world in terms of existing 
conceptual schemes.

Liberals for their part claimed that the conservatives had no heart 
and wanted to balance the budget on the backs of the poor.  They 
also pointed out that major tax cuts during the previous Republican 
administration had contributed significantly to the deficit and had 
led to one of the most anemic job creation periods in recent history.  
And they accused the conservatives of rejecting tax increases in order 
to curry favor with their wealthy patrons who fund their campaigns.  
Again liberals assimilated the conservative positions through their 
existing conceptual lenses. 

As negotiations proceeded on several fronts, it appeared that nei-
ther side was willing to accommodate by adjusting their core values.  
Conservatives continued to insist on no new tax revenues, even from 
closing loopholes, and liberals were adamantly opposed to any cuts in 
Medicare, Medicaid, and Social Security.  Control theory suggests that 
when there are two or more control systems trying to control the same 
variable (in this case, the debt crisis solution) with different reference 
levels, several things can occur.  First, each side simply tries harder 
with its own control systems and that seems to be just what happened.  
Second, one side may be able, through brute force, to overwhelm the 
other side and impose its reference level.  This leads to serious conflict 
and does nothing to change the reference levels of the vanquished side.  
They live to fight another day.

However, time began to get short and more and more economists, 
business leaders, the Treasury Secretary, the Chairman of the Federal 
Reserve, and others holding United States debt began warning that 
a default really would be a calamity for the nation, for our economy, 
for our standing in the world, and for individual citizens.  Both sides 
piously claimed that “no one wants a default.”

As the seriousness of the situation became more and more apparent, 
the liberal President and the conservative Speaker of the House began 
talking about a “Grand Bargain.” This bargain reportedly might have 
resulted in some accommodation on both sides.  The President was 
reported to be willing to cut even more expenditures than had previ-
ously been on the table and even tackle some entitlement reforms to 
Medicare, Medicaid, and Social Security possibly forcing some changes 
to core liberal values and taking on the base of his constituency.   The 
Speaker was reportedly willing to consider revenue enhancements to 
help come up with a total deficit reduction package that would really 
make significant progress.  This would require changes to some core 
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values of his conservative base.  In short, the “Grand Bargain” would 
have begun to recognize on both sides that the sticking points could not 
really be handled through each side’s traditional assimilative processes.  
The sticking points were really anomalies to the respective conceptual 
schemes and accommodations leading to a reflective equilibrium were 
necessary.

Unfortunately, the Speaker found that many of his conservative col-
leagues were not willing to accept that the problems were anomalies 
and they insisted on continuing to reject any and all tax hikes or other 
forms of revenue enhancements.  They apparently believed that they 
could win by brute force.  The Speaker walked away from the negotia-
tions with the President.

Time was now getting short and fall-back positions began to emerge 
from both sides.  Two of these positions in particular are especially 
useful in illuminating the theses of this book.  The conservative House 
of Representatives fell back to a much smaller demand for cuts to the 
budget, but coupled this with the demand that the debt ceiling be raised 
only as much as the cuts, thereby ensuring another set of negotiations 
in six months or so.  The liberal Senate countered with a very similar 
set of cuts and no tax increases, but the debt ceiling would have to 
be raised by an amount that would forestall another crisis for at least 
two years, taking it past the next election cycle.  Both plans would 
establish a “bipartisan” commission to look again at cuts and revenue 
enhancements.

At this point, the question became, what did the conservatives re-
ally want?  Did they really want to cut the deficit or did they want 
to undermine the liberal president at all costs?  The idea of control 
systems counteracting disturbances is particularly relevant here.  What 
is being controlled? Use the test for the controlled variable.  Introduce 
what might be a disturbance and see if it is counteracted.  Under the 
hypothesis that the conservatives wanted to cut the deficit, avoid a 
calamitous default, and avoid tax increases, the Senate plan would 
have seemed to be ideal.  It would remove the disturbance created by 
the liberals’ insistence on new tax revenues and would have provided 
for a more deliberate and reasoned discussion of the continued thorny 
deficit reduction problems.  However, the conservatives rejected the 
Senate plan and insisted on their plan that, as far as the deficit reduc-
tion debate went, did not do as much as the Senate plan, but would 
force another round of contentious debate during the middle of the 
next election season.
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Under the hypothesis that the conservatives’ goal was that of un-
dermining the President at all costs, the Senate plan would create a 
massive disturbance and would be mightily resisted.  And so it was.  
In short, the test for the controlled variable seems to strongly suggest 
that the highest order value for the conservatives was to undermine 
the President, and not, as they claimed, to simply reduce the deficit.  
It would have been instructive in terms of the ideas in this book for 
the conservatives to have introduced some plan that would have raised 
taxes, left Medicare, Medicaid and Social Security alone, but still re-
quired a relatively short term debt limit increase.  If the President’s 
highest priority was to get through the next election and not make 
some progress on deficit reduction, this might have been a disturbance 
that would have been resisted by him.

What ultimately occurred was that there was a “compromise” which 
barely avoided default in time and pleased no one.  The compromise 
did not raise revenues and did require a two stage process to get the 
debt ceiling raised beyond the next general election.  However, the two 
stages did not involve another debate.  Rather a “bipartisan” commit-
tee was to be formed that would recommend additional measures to 
cut the deficit.  These measures nominally could include both revenue 
enhancements and entitlement reforms.  If the committee could not 
agree or if congress did not accept their proposals, automatic cuts would 
take place that were supposed to inflict pain on both conservatives and 
liberals.  In any event, a debilitating debate would be avoided.

However, the ink was not dry on the compromise before conserva-
tives were saying they would not appoint anyone to the committee 
who would accept revenue enhancements and liberals responded that 
if that happened, they would not likely accept cuts to entitlements.  In 
short, both sides continued to try to assimilate the situation to their 
existing conceptual schemes.  Neither side seemed willing to accom-
modate and the future seemed very dim.

Of course, all of this discussion is highly simplified for the purpose 
of showing how the theses presented in this book can be applied to 
important real life situations.  A more thorough, detailed and nuanced 
examination of the debt ceiling crisis would undoubtedly have revealed 
much more about what was going on.  However, a perspective that 
takes seriously the theses of assimilation, accommodation, and reflec-
tive equilibrium as outlined in this book will surely help us better 
understand subsequent history of the debt ceiling crises as well as the 
rest of the complicated world in which we find ourselves.
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About the author

I think that this book will be ‘compulsory 
reading’ in graduate schools of education 
around the country, and that it will arouse 
a vigorous and healthy controversy by shak-
ing people out of unexamined assumptions 
and compelling them to rethink stale issues 
in fresh terms. Perhaps the most welcome 
thing about the book is Petrie’s capacity not 
just to avoid being trapped by the jargon 
of the developmental psychologists and  
educational schools but actually to breathe 
new life in old and tired terms, so that 
words like ‘accommodation’ and ‘assimila-
tion’ become once again instruments of, 
rather than substitutes for, thought.

—Stephen Toulmin, University of Chicago
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